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Abstract

The coupled 100,000 year variations in ice volume, temperature, and atmospheric

CO2 during the late Pleistocene are generally considered to arise from a combination

of changes in orbital forcing, ice dynamics, and ocean circulation. It has also been

argued that volcanic contributions induced by changes in glaciation influence atmo-

spheric CO2 and act as a feedback upon variations in glaciation. Beyond acting as a

feedback, here it is suggested that ocean ridge volcanism plays an important role in gen-

erating late-Pleistocene 100 ky glacial cycles. Opposing pressure variations associated

with deglaciation on land and rising sea level would merely cause offsetting volcanic

CO2 contributions except that anomalies in the flux of CO2 from ocean ridges require

tens-of-thousands of years, or longer, to ascend from the base of the melt zone and

emit into the ocean. A simple model involving temperature, ice, and CO2 is presented

that oscillates at ∼100 ky time scales when incorporating a delayed CO2 contribution

from ridges, even if the feedback accounts for only a small fraction of total changes

in CO2. Oscillations become phase-locked with insolation forcing from changes in

Earth’s orbit and, under certain parameterizations, transition from ∼40 ky to larger

∼100 ky oscillations during the mid-Pleistocene Transition in response to modulations

in the amplitude of obliquity. This novel description of Pleistocene glaciation should

be testable through ongoing advances in understanding the circulation of carbon in the

solid earth.
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1. Introduction

A satisfactory explanation of Late-Pleistocene glacial cycles also requires explana-

tion of the accompanying changes in atmospheric CO2 (Broecker, 2013). This view is

supported by several lines of evidence. A nearly in-phase relationship of changes in

Antarctic temperature and CO2 during deglaciations suggest the importance of CO2 for5

driving changes in glaciation (Pedro et al., 2012; Parrenin et al., 2013). A leading role

for CO2 is also supported by observations of globally coordinated maxima in ice extent

between 25-18 ka during low CO2 conditions and their subsequent retreat following

rising CO2 between 18-11 Ka (e.g. Shakun et al., 2012; Putnam et al., 2013; Kelly

et al., 2014). The fact that glacier retreat is coordinated between the mid-latitudes of10

the Northern and Southern Hemispheres appears particularly telling because insolation

anomalies associated with precession are opposite between the hemispheres (Doughty

et al., 2015). Circulation changes can also globalize local anomalies, but atmospheric

model simulations suggest that Northern Hemisphere climate change would not drive a

coordinated retreat in Southern Hemisphere glaciation through changes in either tem-15

perature or precipitation (Manabe and Broccoli, 1985; Lee et al., 2011).

Despite its central role, why CO2 changes between glacials and interglacials re-

mains poorly understood. Warming leads to decreased ocean CO2 solubility, but this

effect is probably more than counteracted by uptake of carbon associated with regrowth

of the biosphere Crowley (1995); Peterson et al. (2014), leaving the approximately 8020

ppm rise in atmospheric CO2 during late-Pleistocene deglaciations to more speculative

mechanisms. Most hypotheses focus on the role of the Southern Ocean in releasing

CO2 back to the atmosphere. This flux could variously be influenced by changes in

stratification (Gildor et al., 2002), the location of the westerly winds (Toggweiler et al.,

2006), Antarctic sea ice extent (Ferrari et al., 2014), or iron fertilization (Jaccard et al.,25

2013). There is evidence for increased nutrient utilization in the Southern Ocean during

the last ice age (Martínez-García et al., 2014) and for increased fluxes of respired CO2

to the surface of the Southern Ocean during the last deglaciation (Anderson et al., 2009;

Sigman et al., 2010), consistent with Southern Ocean control of glacial-interglacial at-

mospheric CO2 variability.30
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It is not clear, however, whether the glacial ocean released sufficient carbon to fully

explain glacial-interglacial changes in atmospheric CO2. Gradients in surface to mid-

depth radiocarbon activity are not appreciably greater in the Pacific during the glacial

(Broecker et al., 2008; Lund, 2013); deep Pacific carbonate ion concentrations do not

appreciably change over the last glacial cycle (Yu et al., 2013); and there is appears35

no widespread excess in preservation of carbonates during deglaciation (Mekik et al.,

2012). This degree of stability in indicators of the marine carbon cycle does not rule out

glacial oceans storing sufficient carbon to explain atmospheric CO2 variations because

proxy interpretation is uncertain and spatial coverage limited, but it does admit for the

possibility of complimentary non-oceanic carbon sources (Broecker et al., 2015).40

Variations in volcanic CO2 emissions have also been suggested to contribute to

glacial-interglacial CO2 variations. Arrhenius and Holden (1897) credit Hogbom for

arguing that glacial-interglacial variations could be caused by anomalous volcanic CO2

emissions—as well as for motivating efforts to calculate the radiative forcing associated

with changes in atmospheric CO2 concentration (Arrhenius, 1896). More recent evi-45

dence for volcanic responses to variations in glaciation and sea level motivates further

consideration of whether and how volcanism could, in turn, influence glacial variabil-

ity.

Regional studies indicate that subaerial volcanism increased with deglaciation (e.g.

Jellinek et al., 2004; Bacon and Lanphere, 2006; Nowell et al., 2006; Licciardi et al.,50

2007; Rawson et al., 2016). Such an increase can be understood as a consequence of

deglaciation depressurizing volcanoes, and the lower pressure leading to a greater prob-

ability of eruption because of increased magmatic melt (Maclennan et al., 2002) and

reduced confining pressure (Jellinek et al., 2004). Far field affects associated with litho-

spheric flexure may also be relevant. Huybers and Langmuir (2009, hereafter HL09)55

analysed two compilations of subaerial volcanic events (Bryson et al., 2006; Siebert

et al., 2010) and estimated an increase in global eruption frequency during the last

deglaciation, peaking at 2-6 times above modern levels during the latter half of the

deglaciation. A more recent study using similar datasets (Watt et al., 2012) and an-

other using a compilation of large eruptions (Brown et al., 2014) also support a global60

increase in volcanism, albeit with increases at the lower end of HL09’s range. Anal-
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ysis of ash layers recorded in marine sediment records also indicates that subaerial

volcanism responded to changes in glaciation (Kutterolf et al., 2013).

Sustained, major changes in subaerial volcanism have consequences for atmo-

spheric CO2 concentrations. Assuming that changes in CO2 emissions are proportional65

to global eruption rates, HL09 estimated that increased subaerial volcanism contributes

between 15-70 ppm of the rise in atmospheric CO2 concentrations during the second

half of the deglaciation. Such volcanic emissions may help explain the noted stability

of certain carbon cycle indicators between glacial and interglacial conditions through

reducing the total amount of carbon that otherwise must be extracted from the glacial70

ocean (Broecker et al., 2015). Roth and Joos (2012) examined HL09’s emission scenar-

ios in a more complete carbon model, including sediment contributions to the carbon

cycle. They first discuss that only the lower range of HL09’s emission scenario is

consistent with the shape of the CO2 curve and lack of widespread marine carbonate

dissolution during the last deglaciation, but Roth and Joos (2012) then obtain good75

agreement between observations and model results using HL09’s central emission sce-

nario after also accounting for the effects of regrowth of the terrestrial biosphere.

Deglaciation has the obvious downstream effect of raising sea level, which has con-

sequence for marine volcanism. Melt is produced at marine ridges by depressurization

of the mantle during ascent. Deglacial rises in sea level on the order of 1 cm per80

year suppress about 10% of melt generation, given an average mantle ascent of three

cm per year and seawater being roughly a third the density of the mantle. HL09 sug-

gested that such anomalies in melt production would lead to identifiable signals in ridge

bathymetry. Crowley et al. (2015) showed how the magnitude of the melt response de-

pends upon both ridge spreading rates and the period of sea level variability, and they85

presented evidence from the Australian-Antarctic ridge supporting a bathymetry re-

sponse to Pleistocene variations in sea level. East Pacific Rise bathymetry may also

show a response to sea level (Tolstoy, 2015), though whether surface bathymetry sig-

nals should be identifiable at any ridge has been disputed (Olive et al., 2015). Changes

in hydrothermal emissions recorded in marine sediment cores flanking the East Pacific90

Rise also support an influence of sea level variability on ridge volcanism (Lund and

Asimow, 2011; Lund et al., 2016).
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HL09 reasoned that anti-phased pressure anomalies would cause marine volcanic

anomalies to partially offset CO2 emissions from land, but this reasoning neglected dif-

fering response times. On land, magma generally ascends rapidly from crustal magma95

chambers prior to eruption (Rutherford and Gardner, 2000), with ascent rates of ap-

proximately 2 km per day estimated for eruptions in Yellowstone and Mono (e.g. Be-

fus et al., 2015). Furthermore, explosive subaerial eruptions emit CO2 dissolved in the

magma directly into the atmosphere. In contrast, volcanism at marine ridges is thought

to involve much slower ascent rates, estimated to be on the order 1 km per thousand100

years on the basis of chemical systematics and experimental estimates (Kelemen et al.,

1997; Miller et al., 2014). This slow ascent implies melt anomalies induced by sea

level variations require a substantial portion of a glacial cycle to ascend to the ridge

axis (Lund and Asimow, 2011). Furthermore, anomalies in CO2 emissions involve a

kind maximized delay because CO2 partitions into initial melts and must traverse the105

entire melt column prior to emission (Burley and Katz, 2015).

Delays between sea level forcing and ridge emissions indicate that ridge CO2 fluxes

do not simply counteract arc emissions and opens the possibility for a system to become

intrinsically oscillatory (e.g. Suarez and Schopf, 1988; Rial and Anaclerio, 2000). Here

we consider the possibility that coupling amongst glaciation, volcanism, and emissions110

of CO2 constitute such a delayed oscillator.

2. Model

2.1. Equations

We seek a minimalistic representation of a glacial-CO2 oscillator involving ice vol-

ume, temperature, and atmospheric CO2. Three equations are posited,115

V ′ = −βT − νV 3, (1)

T = λC + fT + aF, (2)

C ′ = (γ1 − γ2)V
′ + γ3V

′(t− δ) + γ4T
′. (3)

The rate of change of ice volume, V ′, is determined according to sensitivity to tempera-

ture, β, and and a bounding term, ν, representing a minimum associated with loss of all
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ice and a maximum associated with finite high-latitude continental area. Temperature

is determined as a function of the greenhouse effect of atmospheric CO2 concentra-

tions, λ, and feedbacks upon changes in temperature, f . Time required for temperature120

to equilibrate, for example, because of the thermal capacity of the oceans, is ignored

on the basis of being short relative to the glacial-interglacial time scales of primary

interest. A forcing term, F , represents the influence of changes in Earth’s orbital con-

figuration upon temperature.

Atmospheric CO2 concentration, C, is assumed to change in proportion to changes125

in ice volume, sea level, and temperature. In particular, deglaciation is associated with

regrowth of the biosphere, a negative feedback parameterized by γ1, and increased

emissions of CO2 by subaerial volcanoes, a positive feedback represented by γ2. Rising

sea level decreases CO2 emissions from mid-ocean ridges, γ3, but with a delay of δ

ky. Sea level is not explicitly represented, but ignoring hypsometric variations permits130

for representing its change as negatively proportional to ice volume. Finally, warming

fluxes CO2 from the ocean into the atmosphere, γ4, on account of changes in solubility,

stratification, and circulation (Gildor et al., 2002; Toggweiler et al., 2006). All variables

are represented as anomalies from a mean value.

Substituting and grouping terms gives a single equation in V ,135

V ′ = κ1V − κ2V (t− δ)− κ3F − νV 3. (4)

Let ice volume sensitivity to temperature anomalies, to include amplification by feed-

backs, be represented by κo = β/(1 − f − λγ4). The net feedback associated with

regrowth of the biosphere and subaerial volcanic emissions is then κ1 = κoλ(γ2−γ1);

delayed negative feedback associated with undersea volcanism is κ2 = κoλγ3, and the

effect of orbital forcing upon ice volume is κ3 = κoa.140

2.2. Parameterization

Eq. 4 is a toy model for illustrating potentially interesting behavior under plausi-

ble parameterization. Parameters are obviously uncertain, both because identification

with specific is approximate and the magnitudes of those mechanisms are only approx-

imately known. In this section we focus on parameterization of the carbon feedbacks145
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in Eq. 3 because their uncertainties are large and they constitute the novel behavior that

Eq. 4 illustrates.

2.2.1. Subaerial volcanism

HL09 estimated that subaerial volcanism emits an additional 1000 to 5000 giga-

tones of CO2 (GtCO2) above baseline during the deglaciation. Here we adopt a central150

value of 3000 GtCO2, consistent with a quadrupling of moden global subaerial emis-

sion of ∼0.1 GtCO2/yr (e.g. Dasgupta and Hirschmann, 2010) over the course of a 10ky

deglaciation. The amount of carbon that remains in the atmosphere on ten-thousand-

year timescales is uncertain, but the mid-range value adopted by HL09 of 12.5% is con-

sistent with results from earth system models (Archer et al., 2009). Emissions of 3000155

GtCO2 above background levels would then give a 50 ppm rise in atmospheric CO2.

Using round numbers, the subaerial volcanic response to deglaciation is γ2 = 0.5 ppm

of atmospheric CO2 per meter of sea level equivalent change in ice volume (ppm/msle).

Model results using a lower feedback strength for subaerial volcanism, in keeping with

other estimates (Watt et al., 2012; Brown et al., 2014), are discussed in Section 4.1.160

2.3. Marine volcanism

The magnitude and time scale of ridge emissions in response to sea level vari-

ability is highly uncertain, largely because of the wide range of plausible values for

mantle permeability. Burley and Katz (2015) consider permeability values ranging be-

tween 10−11m2 to 10−13m2 for which average delays across ridges vary from 50 ky165

to 200 ky. Lower permeability also accentuates differences in mantle ascent timescales

across different ridge systems, leading to a greater spread in delayed response. We

assume the larger 10−11m2 permeability values because they are consistent with cen-

trifugal experiments implying a permeability of mid-ocean ridge basalts of 10−10–

10−12m2(Connolly et al., 2009). Also, values of permeability represented in the simple170

mantle melt model used by Burley and Katz (2015) should be multiplied by approxi-

mately 3.5 to bring them into consistency with the more sophisticated two-phase melt

model presented by Crowley et al. (2015) as well as the simpler model presented in

that paper (R. Katz personal communication), further supporting our focus on results
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having larger permeability values.175

Using ridge spreading rates weighted according to their distribution across the

globe and assuming a mantle permeability of 10−11m2, Burley and Katz (2015) es-

timate that a 100 m drop in sea level leads to a roughly triangular pulse in emissions

that occurs 50± 30 ky later and peaks at 6% above baseline emissions. Suppressing a

baseline 0.125 GtCO2/yr (e.g. Dasgupta and Hirschmann, 2010) by an average of 3%180

over 60 ky implies a 225 GtCO2 reduction in emissions and a delayed negative feed-

back of γ3 = −0.04 ppm/msle, after accounting for the airborne fraction. Although

γ3 is small, it will be shown to profoundly influence the dynamics of the glacial cycles

expressed by Eq. 4.

2.3.1. Terrestrial carbon storage185

Carbon storage on land apparently increases from the glacial to Holocene on ac-

count of some combination of warming, increased precipitation, opening of land area

other than on continental shelves, and CO2 fertilization (Kaplan et al., 2002; Prentice

et al., 2011; Ciais et al., 2012). Average ocean changes in δ13C permit for quantify-

ing changes in terrestrial carbon because plants discriminates against 13C when fixing190

carbon (Schackleton, 1977). Peterson et al. (2014) estimate that oceanic dissolved in-

organic carbon increased, on average, by 0.34±0.19 between the glacial and Holocene

and Gebbie et al. (2015) estimate a 0.32±0.20 increase (2σ reported uncertainty), both

of which are consistent with foregoing estimates (Duplessy et al., 1988; Curry et al.,

1988; Tagliabue et al., 2009). Following Schackleton (1977), a 0.33%� increase in195

δ13C suggests that the terrestrial carbon pool increased by 500 GtC, assuming that ter-

restrial carbon is depleted by -25%� and an ocean reservoir of 38,000 GtC. Ciais et al.

(2012) interpret this ocean δ13C in the context of increased atmospheric carbon coming

out of the glacial and changes in terrestrial and atmospheric δ13C compostions using a

three box model and estimate terrestrial regrowth of 330 GtC ±800 GtC. (Uncertainty200

is assigned by propagating other values reported by Ciais et al. (2012).)

Another method for estimating increased terrestrial carbon storage is to infer changes

in biomes from pollen data and convert these into inventories of carbon stock. Crow-

ley (1995) estimate increased carbon storage of 750–1050 GtC between the glacial
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and Holocene, and Adams and Faure (1998) also incorporated paleozoological data to205

estimate a 750–1500 GtC increase. The larger glacial-to-Holocene increase in terres-

trial carbon storage inferred from biome inventories than from whole-ocean changes in

δ13C can be interpreted to indicate the presence of large terrestrial carbon pools during

the glacial, possibly in tundra or cold steppe reservoirs (Crowley, 1995; Ciais et al.,

2012), though the presence of such a pool is not required given uncertainties.210

Here we prescribe a net terrestrial carbon sink of 700 GtC, straddling the marine

and biome estimates, and implying that the negative feedback represented by γ1 in

Eq. 3 is 0.4 ppm/msle. Terrestrial carbon storage is made to negatively vary with ice

volume, consistent with a simulation showing that the greatest increases in storage

occur in the vicinity of formerly glaciated regions (Kaplan et al., 2002). Note that215

including our prescribed subaerial and marine volcanic sources in the three-box model

of (Ciais et al., 2012) has little effect on the inferred regrowth of the biosphere because

volcanic δ13C is, necessarily, near the average composition of the ocean-atmosphere-

terrestrial system (Sano and Williams, 1996).

2.3.2. Other possible feedbacks220

A number of other potentially important carbon cycle feedbacks associated with

the solid earth have not been explicitly accounted for. Glacial variations may change

rates of geochemical weathering on land with consequence for rates of atmospheric

CO2 sequestration within marine sediments. If such changes are assumed concurrent

with glaciation, they would be parameterized analogously with terrestrial carbon up-225

take, though competing influences of cooler temperature and increased rates of glacial

erosion, amongst other factors, make the net effect of uncertain sign (Kump and Alley,

1994). Also notable in this context is that increased rates of arc magmatism during

deglaciation could increase rates of weathering of fresh bassalts following deglaciation

and contribute to drawdown of CO2 within interglacials.230

Weathering of marine crust plays a major role in carbon uptake, with estimates of

crustal sequestration (Alt and Teagle, 1999) comparable to that for sediments (Plank

and Langmuir, 1998). However, the majority of crustal carbon uptake occurs over time

scales of tens-of-millions of years or longer (Gillis and Coogan, 2011), thus having lit-
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tle influence at glacial-interglacial time scales. Hydrothermal systems near ridges may,235

however, respond more rapidly, possibly through alteration of crustal heat flux. San-

sone et al. (1998) estimated an upper bound on the global uptake of CO2 by near-ridge

hydrothermal systems amounting to 3–8% of our assumed ridge emission rates. As-

suming that variations in ridge carbon uptake do not greatly exceed the ∼10% changes

in melt generation resulting from glacial cycles (Crowley et al., 2015) suggests that240

hydrothermal feedbacks are less than 1% of total emissions.

Other potential feedbacks include that deglaciation could increase ocean carbon se-

questration through greater ash fertilization from subaerial volcanism (Frogner et al.,

2001). Or sea level variability could influence biological carbon sequestration through

changes in the amount of soluble iron emitted from ridges (Tagliabue et al., 2010).245

Although these more speculative processes are not specifically represented, their in-

clusion could generally be accommodated without changing the model formulation

because of the model’s simplicity and generic nature of its parameters. Indeed, the

simplicity of the model fits with the uncertainty of the processes at play.

All model parameters are listed in Table 1 and combine to give a fast feedback250

of κ1 = 0.3 ky−1, a 50 ky delayed feedback with magnitude κ2 = 0.12 ky−1, and

forcing κ3 = 3msle/◦obliquity. These values are adopted as the default parameters for

the model unless specifically noted otherwise. Sensitivity of model results to alternate

parameter selection is discussed in Section 4.1.

3. Results255

In order to more clearly illustrate dynamics, model behavior is examined first in

the absence of forcing, then in response to sinusoidal forcing, and finally in response to

the time series of obliquity variations. Although both climatic precession and obliquity

influence glacial variability (Hays et al., 1976), further runs also including precession

forcing do not exhibit notably different behavior and are not remarked upon further.260
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variables value units description

V — msle meter sea level equivalent ice volume anomaly

T — ◦C temperature anomaly

C — ppm CO2 concentration anomaly

constants value units description

δ 50 ky mid-ocean ridge delay

ν 1/20.553 1/msle3 ice volume scale

f 0.80 ◦C/◦C fast feedback sensitivity

β 12 msle/(ky ◦C) V sensitivity to T

λ 0.01 ◦C/ppm T sensitivity to C

a 0.01 ◦C/(◦obliquity) T sensitivity to orbital forcing

γ1 0.4 ppm/msle terrestrial C sensitivity to V

γ2 0.5 ppm/msle volcanic C sensitivity to V

γ3 0.04 ppm/msle volcanic C sensitivity to delayed V

γ4 16 ppm/◦C marine C sensitivity to T

grouped constants value units description

κ1 0.30 1/ky fast feedback sensitivity

κ2 0.12 1/ky delayed feedback sensitivity

κ3 3 msle/(ky ◦obliquity) V sensitivity to orbital forcing

Table 1: Variables and constants associated with the simple glacial-volcano model. Indicated values are used

in all calculations except where explicitly noted otherwise.
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3.1. Idealized scenarios

3.1.1. Unforced

Setting κ3 equal to zero in Eq. 4 suppresses the forcing, and gives an equation of the

form considered by Suarez and Schopf (1988) in the context of the El Niño Southern

Oscillation. This unforced version of Eq. 4 has an unstable stationary point at V = 0265

and stable stationary states at V = ±((κ1 − κ2)/ν)
1/2, given κ1 ≥ κ2. Using the

default parameters (Table 1) leads to model ice volume converging to one of the two

stable stationary points, or remaining zero if initialized at this unstable stationary point

(Fig. 1a). Similar results hold when setting κ1 to 0.5 ky−1 (Fig. 1).

If the stationary fixed points are brought closer together by specifying κ1 equal to270

0.2, the delayed feedback generates oscillations with a period of slightly greater than

100 ky (Fig. 1c). Qualitatively, oscillations occur when the delayed negative feed-

back is of sufficient strength to drive the system away from one stable stationary state

toward the other, where the requisite magnitude depends upon the other parameters

(Suarez and Schopf, 1988). Oscillation periods are always greater than two times δ,275

reflecting the delay in the term driving transitions between otherwise stable states and

the time required to transition between states. Note that Rial and Anaclerio (2000) also

considered a delay differential equations in the context of the Late Pleistocene glacial

cycles, though the physical origins of the delay were unclear.

3.1.2. Periodic forcing and phase locking280

More relevant to Pleistocene glacial-interglacial variations is a case where Eq. 4 is

driven by changes in Earth’s orbital configuration. In this case, an idealized sinusoidal

version of obliquity forcing is used with a 41 ky period and variance equivalent to that

of obliquity over the last 2 million years. Specifying κ1 equal to 0.5, the system cycles

with the same 41ky period as the forcing about one of the two stable states identified285

in the unforced scenario (Fig. 1b), depending on initial ice volume and the phase of

the forcing. With κ1 set to a smaller value of 0.2, the delayed negative feedback in-

teracts with the orbital forcing to produce larger oscillations with a 123 ky period, or

three obliquity cycles (Fig. 1d). In this case, the forcing excites a nonlinear response
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with a time scale reflecting the combined influences of the orbital-forcing and delayed-290

oscillator periods (c.f., Fig. 1c,d).

The forced system is phase locked in the sense that the forcing and model maintain

a consistent phase relationship. A system is linearly phase locked when the forcing

and response have equal periods, and nonlinearly phase locked when forcing period

and model response are in integer ratios. Classic examples of phase locking are that295

two pendulum clocks suspended from a single beam can become linearly phase locked

with one another on account of slight motions of the beam (Huygens, 1986) and that the

orbital periods of Pluto and Neptune are nonlinearly phase locked in a ratio of three to

two (Malhotra, 1994). Another demonstration that the model response is phase locked

to the forcing comes from the fact that solutions converge onto one of two common300

trajectories for any initial condition (Fig. 1b,d). See Pikovsky et al. (2003) for a general

discussion of phase locking.

Nonlinear phase locking of the model response to orbital forcing is consistent with

observational tests that indicate late-Pleistocene glacial cycles are nonlinearly phase

locked to obliquity (Huybers and Wunsch, 2005), where the ratio of periods is one305

glacial cycle to two or three obliquity cycles. Simulations including a precession period

also produce phase locking to this higher frequency variability, also consistent with

observations (Huybers, 2011). Variations in eccentricity also appear to be phase locked

with late-Pleistocene glacial cycles (Lisiecki, 2010) and may contribute to setting the

100 ky timescale, but here we focus on illustrating that the 100 ky timescale can be310

generated internally. Such internal generation of 100 ky variability is consistent with

the fact that the largest deglaciation of the Pleistocene occurred despite sustained low

values of eccentricity (Maslin and Brierley, 2015, e.g.).

Most models of Late Pleistocene glacial cycles posit phase locking between orbital

variations and Pleistocene glacial cycles (Tziperman et al., 2006; Crucifix, 2013). An315

important requirement for a system to exhibit nonlinear phase locking is the presence

of a response time scale internal to the system in the vicinity of ∼100 ky. Previous

studies have generally assumed that a 100 ky time scale is intrinsic to the build-up

and collapse of ice sheets (Imbrie and Imbrie, 1980), possibly including contributions

from isostatic compensation of the lithosphere (Oerlemans, 1980), or to changes in the320
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carbon chemistry of the oceans (Toggweiler, 2008). To our knowledge, this is the first

model to explore the interaction of glaciation and volcanism in generating a ∼100 ky

response time scale.

3.1.3. State dependence

Assigning κ1 equal to 0.3ky−1 evokes a state dependence in which the period and325

amplitude of the model response depends upon the initial condition. For example,

model runs initiated near an equilibrium values of ±35 msle undergo small ampli-

tude 41 ky oscillations analogous to those found with κ1 = 0.5ky−1 (Fig. 1f). Runs

initialized far from equilibrium, however, undergo large-amplitude and long-period os-

cillations similar to those found with κ1 = 0.2ky−1. Interestingly, whereas the solution330

with κ1 = 0.2ky−1 exhibits 3 to 1 phase locking, the period of the large-amplitude so-

lution with κ1 = 0.3ky−1 has a period of ∼127.1 ky. No low-order integer ratio exists

between the forcing and model response periods, indicating that the model trajectory

no longer repeats. Instead of a limit cycle, the model response follows a so-called limit

torus defined by incommensurate forcing and response periods. Trajectories are non-335

chaotic, however, because those initialized near one another tend to converge over time.

Trials with a wide range of other parameters also failed to indicate the divergence of

model trajectories that is the hallmark of chaos. See Mitsui et al. (2015) for discussion

of another glacial model exhibiting non-chaotic and limit-torus behavior.

Despite not repeating and having an incommensurate forcing and response period,340

model glacial cycles typically maintain phase locking. For example, in a 5 million

run of the model, 90% of the downward zero-crossings of ice volume anomalies occur

after three obliquity cycles to within ±45◦. The overall longer period arises because in

rare cases model glacial cycles span four, instead of three, obliquity cycles. For these

longer glacial cycles, phase-locking is generally temporarily lost.345

Another view of the model response is provided by plotting ice volume against

CO2 (Fig. 2). The two stable fixed points found for the unforced model become attrac-

tors in the forced version, and if the model is initialized near an attractor, its trajectory

converges onto a stable limit cycle around one of the attractors with a period of 41 ky.

If initialized further from an attractor, the model trajectory encompasses both the pos-350
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itive and negative ice volume attractors in larger-amplitude and longer-period glacial

cycles. State dependence arises from the delayed feedback term introducing different

magnitude perturbations dependent on foregoing ice volume anomalies, and suggests

that the system is capable of transitioning between different oscillatory regimes.

3.2. Full obliquity forcing355

As a final level of complexity, the model is driven by anomalies in obliquity varia-

tions (Laskar et al., 2004). Obliquity cycle amplitudes range from 0.34◦ to 1.26◦ over

the last 2 Ma, as determined using a complex demodulation. Initializing the model at 2

Ma with an ice volume of -35 msle leads to a trajectory initially having small-amplitude

41 ky glacial cycles that transition toward larger-amplitude and longer-period glacial360

cycles around 1.1 Ma. In phase space, the model initially orbits the small ice volume

attractor before escaping into a larger amplitude orbit that encompasses both attractors

(Fig. 3). The stages of the model response are considered in more detail below. Note

that although the model is not itself chaotic, Earth’s orbital configuration is chaotic

(Laskar et al., 2004), and this fully-forced simulation inherits chaotic qualities.365

3.2.1. 40 ky Early Pleistocene variability

During the Early Pleistocene (from 2–1 Ma), model glacial cycles oscillate at 41 ky

periods in the range of −35±10 msle, where negative values denote less ice volume and

higher sea level relative to the Late-Pleistocene average. Temperature ranges over 0.5±

0.5◦C (Fig. 3). Both ice volume and temperature variations are smaller than indicated370

by early Pleistocene observational estimates by roughly a factor of two (Elderfield

et al., 2012; Rohling et al., 2014). CO2 ranges over 10 ± 10 ppm, which is also small

relative to a recent reconstruction (Martínez-Botí et al., 2015), though orbital-scale

amplitudes remain uncertain.

Model ice volume lags the obliquity forcing by 24◦, on average, though nonlinear-375

ities in the response create phase anomalies with ice volume leading by as much as 40◦

at 1.74 Ma, when obliquity has an anomalously small amplitude, and lagging by as

much 95◦ at 1.45 Ma, when obliquity has an anomalously large amplitude (Fig. 4a,b).

Model variations in the phasing of the response relative to forcing imply that the com-
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mon practice of estimating age through tuning a chronology to maintain a constant380

phase with orbital forcing may entail substantial timing errors, in this case of as much

as ±7 ky. These uncertainties are, of course, in addition to others inherent to aligning

sub-sampled sequences containing noise to a putative forcing signal (e.g. Proistosescu

et al., 2012).

3.2.2. Mid-Pleistocene Transition385

Previous studies have largely focussed on the Mid-Pleistocene Transition (MPT)

as resulting from changes in boundary conditions, including glacial scouring of sedi-

ments increasing the frictional coupling of Laurentian glaciation with bedrock (Clark

et al., 2006) or decreases in background atmospheric CO2 concentrations activating

new sources of variability (Raymo et al., 1997; Berger et al., 1999; Raymo et al.,390

2006). In this simulation (Fig. 3a,b), 41 ky glacial cycles are perturbed by a string

of large-amplitude obliquity cycles beginning near 1.4 Ma and ultimately transition

toward larger-amplitude and longer-period glacial cycles at 1.1 Ma.

The model MPT occurs within the 1.25–0.70 Ma interval identified by Clark et al.

(2006), but the appearance of a progression in glacial statistics toward greater ampli-395

tude, longer period, and more asymmetric oscillations (Huybers, 2007) is not captured.

Instead, the transition is sharp, spanning a single orbital cycle, as found by Elderfield

et al. (2012) on the basis of records from individual marine sediment cores. A running

spectral estimate of the model time series demonstrates a transition from variability

dominated by 41 ky periods to one near 100 ky periods (Fig. 3c). Additional con-400

centrations of energy exist at harmonics of the forcing and response periods that are

introduced through model nonlinearities, for example, near frequencies of 2/41ky. The

evolution of spectral properties also include the appearance of excess low frequency

variability centered at about 1.4 Ma that is coincident with larger amplitude obliquity

cycles (Fig. 3d,e).405

Obliquity modulations control MPT timing in the sense that a constant amplitude

forcing produces no such transition in the model (e.g., Fig. 1f), but it is a form of thresh-

old crossing that is also sensitive to other changes in model specification. Sensitivity to

small changes in model parameters or forcing indicates, on the one hand, that transition
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timing could be effectively stochastic (Crucifix, 2013) and, on the other, that difficulty410

in identifying a specific orbital configuration associated with the mid-Pleistocene Tran-

sition (e.g. Berger et al., 1999; Clark et al., 2006) does not necessarily rule out orbital

variation as the underlying cause of the transition.

Other simple mathematical models have been proposed containing spontaneous

MPT-like events (Saltzman and Verbitsky, 1993; Huybers, 2009), though these tended415

to exhibit multiple transitions between 41 ky and ∼100 ky oscillatory regimes, seem-

ingly difficult to reconcile with the long strings of 40 ky glacial cycles observed during

the Early Pleistocene. Long integrations of Eq. 4, however, demonstrate a singular

transition from early- to late-Pleistocene style glaciations, at least using the parameters

in Table 1.420

3.2.3. 100 ky Late Pleistocene variability

After the MPT, glacial cycles are characterized by anomalies in sea level ranging

between 0 ± 60 msle, CO2 between 0 ± 40ppm, and temperature of 0 ± 2◦C. These

amplitude are roughly consistent with magnitudes of glacial-interglacial variability in-

ferred from models and coral records (Lambeck et al., 2014), CO2 variations found425

in ice core measurements (Petit et al., 1999), and global temperature changes inferred

from models (Schneider von Deimling et al., 2006) and observations (Elderfield et al.,

2012). Although model glacial cycles typically span just over three obliquity cycles,

ranging from 124 ky to 132 ky, two cycles are approximately 150 ky and excede those

observed for late Pleistocene glacial cycles.430

Temperature and CO2 variations are closely in phase with one another because

of strong linear coupling (Eqs. 2,3), but influences from orbital forcing and ice vol-

ume cause temperature to lead CO2 by as much as 400 years during deglaciations

(Fig. 4c,d). Model temperature leads CO2 because it is directly influenced by orbital

forcing, whereas CO2 is indirectly influenced by orbital variations through a slow ice435

volume response. Although the degree to which model temperature can be equated

with regional variations in Antarctica is questionable, these results are roughly consis-

tent with Antarctic ice core studies, being somewhat smaller than the 800 ± 200 lead

estimated by Caillon et al. (2003) for termination three and somewhat larger than es-
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timates by Pedro et al. (2012) and Parrenin et al. (2013) for most portions of the last440

deglaciation.

4. Further discussion and conclusion

The model is rather simplistic. Absence of cryosphere, ocean-atmosphere, and

ridge and arc dynamics, as well as lack of carbon chemistry, make it at best a toy ca-

pable of illustrating certain features of glacial cycle dynamics. Foremost, the model445

illustrates that a delayed negative feedback may have an important influence upon the

dynamics of glacial cycles, potentially accounting for the transition to ∼100 ky oscil-

lations during the late Pleistocene. In considering the plausibility of this model for

explaining Late Pleistocene glacial cycles, it useful to further consider its sensitivity to

different choices of parameters and how it might be further tested.450

4.1. Parameter sensitivity

Characterizing the sensitivity of the model to changes in parameters is relevant

both from the perspective of stability and plausibility with respect to observations. The

metric focussed on is the dominant period of variability, assessed as the most energetic

Fourier component in 2 Ma integrations of the model. Sinusoidal forcing is adopted in455

order to obtain a more uniform time scale of response. Note that this period can differ

from the interval over which the system repeats because of the potential for minor

alterations in features of an oscillation, or instances of atypically short or long cycles.

The model period is sensitive to plausible changes in the magnitude and delay asso-

ciated with κ2. Increasing the magnitude of κ2 and decreasing the delay generally leads460

to shorter period oscillations, with a sharp transition between 41 ky and longer-period

glacial cycles that is primarily controlled by κ2. There are also longer but still discrete

steps within the longer-period regime that are more sensitive to the delay (Fig. 5a).

The model could be brought into a regime with 100 ky glacial cycles, for example,

by increasing κ2 from 0.12 ky−1 to 0.17 ky−1 and decreasing δ from 50 ky to 40 ky.465

Although values adopted herein are restricted to those explicitly considered by (Burley

and Katz, 2015), extrapolation from their sensitivity studies indicate that increasing the
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10−11 m2 mantle permeability by less than an order of magnitude would generate ridge

feedbacks resulting in 100 ky glacial cycles. Such values would still be consistent with

experimentally estimated values of permeability (Connolly et al., 2009; Miller et al.,470

2014).

A similar assessment of model sensitivity to varying κ1 and κ2 indicates that in-

creasing κ1 leads to decreases in period, but that all values of κ1 and κ2 give glacial

cycles that are somewhat longer than 100 ky when other parameters are held constant

(Fig. 5b). These sensitivity studies also emphasize how small volcanic feedback con-475

tributions from ridge volcanism are generally sufficient to cause the system to oscillate

at periods that are multiples of the forcing.

Simulations presented so far have a single delay time, whereas delays will vary sub-

stantially according to ocean spreading rate (Burley and Katz, 2015). Assuming mantle

permeability values of 10−11m2, Burley and Katz (2015) estimate that emissions would480

be distributed over an approximately 60 ky triangular pulse. Further analyses distribut-

ing delays triangularly between 20ky and 80ky produce similar oscillation, including

similar magnitudes and retaining a transition from 41 ky to longer-period and larger-

amplitude glacial cycles at about 1.1 Ma, but with the period of late-Pleistocene glacial

cycles tending to increase. Consideration of distributed delays thus further indicates485

the importance of a smaller delay for ridge CO2 emissions for purposes of match-

ing observations. Alternatively, shorter time scales might emerge if the model were

made more realistic, for example, through including ice dynamics that allow for rapid

deglaciations.

4.2. Testability490

The assumption of increased CO2 emissions from subaerial volcanism following

deglaciation is supported by previous assessments of global-scale volcanic activity

(Kutterolf et al., 2013; Watt et al., 2012; Brown et al., 2014), but accurately quanti-

fying this feedback requires further development. The relationship between regional

ice unloading and changes in volcanism is only documented in detail for isolated sys-495

tems (Bacon and Lanphere, 2006; Rawson et al., 2015). The seeming impossibility of

comprehensively mapping volcanism over the Quaternary also points to the utility of
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further developing methods to correct for observational bias (Deligne et al., 2010). Im-

proved observational constraints on the relationship between eruptions and emissions

of CO2 (Cartigny et al., 2008), to include contributions from passive eruptions and in-500

trusive emplacement of magma (Allard et al., 1994), will also aid in determining the

climate significance of anomalies in volcanism. Finally, improved modeling of how

surface loads influence eruption timing and composition (e.g. Geyer and Bindeman,

2011) will improve opportunities for comparing simulations against eruption data and

may provide a basis for better inferring net CO2 emission.505

Similarly, the representation of a delayed CO2 response from mid-ocean ridge vol-

canism is supported by sediment core records from near ridges (Lund et al., 2016),

bathymetric analyses at individual ridge locations (Crowley et al., 2015), observations

and models of Icelandic volcanism (Maclennan et al., 2002), and models applicable to

mid-ocean ridges generally (Burley and Katz, 2015). Further development is, nonethe-510

less, critical to constraining this potential influence upon glacial cycles. Continued

analysis of ridge bathymetry and sediment core data will elucidate whether anomalies

are global, how spreading rate influences magmatic response, and may help constrain

mantle permeability. Also relevant are efforts to better determine the magnitude and

timing of CO2 emissions at ridges in response to sea level anomalies, to include bet-515

ter constraining the rate at which melt upwells at ridges (Connolly et al., 2009; Miller

et al., 2014), and accounting for the influence of CO2 concentrations on viscosity and

other mantle melt characteristics beneath mid-ocean ridges (Kono et al., 2014).

The model presented here represents variations in glaciation and atmospheric CO2

as fundamentally linked, amplifying changes through an immediate postive feedback520

and oscillating at 100 ky time scales because of a delayed negative feedback. The

novelty of this model stems conceptually from invoking volcanic contributions from

both subaerial and submarine volcanism, and dynamically from positing that late-

Pleistocene glacial cycles represent a transition to delayed oscillations. Models of

glacial-interglacial CO2 variations that depend on ocean storage have been assessed525

in light of continuing improvement in our understanding of how carbon circulates

amongst the oceans, atmosphere, and terrestrial biosphere. Similarly, it is anticipated

that the volcanic processes represented in this simple model will be tested in light of
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improved understanding of the circulation of carbon in the solid earth.
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Figure 1: Illustrations of differing model behavior. In all cases the delayed feedback is 0.12 with the fast

feedback specified as 0.5 (a,b), 0.2 (c,d), and 0.3 (e,f). The left column (a, c, e) is without forcing, and

the right (b, d, f) is with 41 ky sinusoidal forcing with 0.01 amplitude. Runs are variously initialized with

ice volume’s evenly spaced between 0–50 msle. Large values of the fast feedback lead to solutions that are

constant at model equilibrium points (a) or, with forcing (b), undergo limit cycles about an attractor. Small

fast feedback values allow for delayed oscillations at a period of slightly greater than twice the delay (c) or,

when including forcing (d), with a response time scale that, in this case, is slightly greater than three times the

forcing period. An intermediate strength fast feedback produces a greater variety of solutions (e,f). Without

forcing (e), both positive and negative solutions can be realized despite initialization all being non-negative.

Runs with forcing (f) initialized at a value of 50 produce 41ky variability similar to that in panel (b), whereas

runs initialized at smaller ice volume anomalies produce longer-period variability similar to those in panel

(d).
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Figure 2: Limit cycles associated with model Pleistocene glacial cycles. Three different model runs are

shown where the initial conditions and forcing differ. (1. Magenta curve) Using idealized periodic obliquity

forcing and an initial ice volume anomaly of -35 msle the model undergoes a small limit cycles around one

attractor (black cross at -40 msle, 12 ppm, and -0.6◦C). (2. Black curve). Again with idealized forcing, but

initializing ice volume at -40 msle the model undergoes a larger limit cycle encompassing both attractors

(black crosses at ∓40 msle and ±12 ppm). (3. Dots spaced at 1 ky intervals with shading indicating

temperature anomalies). Using the full obliquity variability and an initial ice volume of 20.55 msle the

model initially undergoes a limit cycle near the lower attractor, but then escapes into larger oscillations

around both attractors. In all cases the trajectory is counter clockwise, indicating the CO2 leads changes in

ice volume.
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Figure 3: Mid-Pleistocene transition from obliquity forcing. (a) Obliquity variations (Laskar et al., 2004)

are normalized to zero mean and an average amplitude of 0.3, which gives a maximum amplitude consistent

with standard model parameters. (b) Initially the solution is trapped near the negative ice volume attractor

(c.f., Fig. 1b) until a large obliquity oscillation near 1.1 Ma transitions the system to a larger-amplitude and

longer-period oscillations (c.f., Fig 1d). The transition results from the amplitude modulation of obliquity;

no such transition occurs using constant amplitude forcing. (c) A spectrogram of the model response shows

variability initially concentrated near 1/41 ky−1 frequencies (dashed black line) and then toward lower 1/100

ky−1 frequencies (other dashed black lines). Spectral energy is shaded according to the log of squared

Fourier coefficients and normalized such that the largest values equal one. A spectrogram for a composite

benthic-planktic marine δ18O record (Huybers, 2007) is also shown for comparison (d), along with the time

series of δ18O expressed as anomalies from the temporal mean (e). Note that the y-axes for both δ18O and

ice volume are reversed.
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Figure 4: All model variables are shown for various deglacial sequences. There are unusual instances when

obliquity lags behind ice volume (a), though typically it leads (b) . During Late Pleistocene deglaciations

changes in temperature lead changes in atmospheric CO2 by several century (c,d).
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Figure 5: The dominant period of ice volume variability as a function of model parameters. (a) Period as

a function of the magnitudes of κ2 and δ. Greater magnitude feedback and smaller delay lead to shorter

period glacial cycles. Note that the anomalous 41 ky period at κ2 = 0.11 and δ = 33 is an indication

of dependence on initial conditions that arises near the boundaries between different period glacial cycles.

Dashed black lines indicate default parameters. (b) is similar to (a) but for the dependence on κ1 and κ2.
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