
Till	Wagner	and	Ian	Eisenman	

Scripps	Ins3tu3on	of	Oceanography	

University	of	California	San	Diego	

Sea	ice	stability	and		

early	warning	signals	



Part	1	

Sea	ice	stability	



Recent	Arc3c	sea	ice	retreat	

• 	Arc%c	summer	sea	ice	extent	diminished	by	45%	during	36-yr	satellite	era	(1979-2014).	
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Ice-albedo	feedback	

Pistone,	Eisenman,	&	Ramanathan	(2014)	

• 	The	difference	in	albedo	between	ice		
and	ocean	causes	a	posi3ve	feedback.		

• 	According	to	satellite	measurements,		
sea	ice	retreat	caused	the	solar	energy	
input	into	the	Arc%c	to	increase	by		
6.4	±	0.9	Wm-2	during	1979-2011.	

• 	Contribu%on	to	global	energy	budget	is	
25%	as	large	as	the	direct	radia3ve	forcing	

from	rising	CO2	(0.2Wm-2	/	0.8Wm-2).	

Image	credit:	Collabora3on	with	

NASA	Scien3fic	Visualiza3on	Studio	
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Instability	from	the	ice-albedo	feedback:	early	history	

• 	Croll	(1875)	was	first	to	iden%fy	the	importance	of	ice	
albedo	as	a	posi%ve	feedback	(in	context	of	glacial	cycles).	

• 	Budyko	(1966)	used	an	energy	budget	es%mate	to	argue	
that	if	the	sea	ice	were	removed	from	the	Arc%c	today	
then	it	would	not	return	due	to	the	ice-albedo	feedback.	

Mikhail	Budyko	(1920-2001)	

C .  14:. P. Brooks. 
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James	Croll	(1821-1890)	

C.E.P.	Brooks	(1888-1957)	

• 	Brooks	(1926)	argued	that	the	
ice-albedo	feedback	would	
allow	two	stable	climate	states:	
one	with	liXle	ice,	another	with	
a	vast	white	polar	ice	cap.	



Models	of	ice	albedo	and	climate	

T(t,x,θ) T(t,x) (zonal mean)

T(t) (at North Pole)

T(x) (annual mean)

• 	Two	simplest	idealized	model	approaches:	

1)  Annual-mean	T(x):	Energy	Balance	Models	(EBMs)

2)  North	Pole	T(t):	Single	Column	Models	(SCMs)
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Energy	Balance	Models	(EBMs)	
• 	Most	classic	type	of	global	climate	model		
(Budyko	1969,	Sellers	1969).	

• 	Albedo	depends	on	T.	Heat	transport	as	D�2T.	

• 	Resul%ng	T(x)	agrees	with	observa%ons.	

• 	Simulates	instability	and	hysteresis	during	sea	ice	retreat	(Budyko	1969;	Held	&	Suarez	
1974;	Lindzen	&	Farrell	1977;	Suarez	&	Held	1979;	North	1975ab,	1981,	1984,	1991;	Winton	2008;	
Rose	&	Marshall	2009).	
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• 	Most	classic	type	of	global	climate	model		
(Budyko	1969,	Sellers	1969).	

• 	Albedo	depends	on	T.	Heat	transport	as	D�2T.	

• 	Resul%ng	T(x)	agrees	with	observa%ons.	

• 	Simulates	instability	and	hysteresis	during	sea	ice	retreat	(Budyko	1969;	Held	&	Suarez	
1974;	Lindzen	&	Farrell	1977;	Suarez	&	Held	1979;	North	1975ab,	1981,	1984,	1991;	Winton	2008;	
Rose	&	Marshall	2009).	
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• 	Most	classic	type	of	global	climate	model		
(Budyko	1969,	Sellers	1969).	

• 	Albedo	depends	on	T.	Heat	transport	as	D�2T.	

• 	Resul%ng	T(x)	agrees	with	observa%ons.	

• 	Simulates	instability	and	hysteresis	during	sea	ice	retreat	(Budyko	1969;	Held	&	Suarez	
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Rose	&	Marshall	2009).	
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Models	of	ice	albedo	and	climate	

T(t,x,θ) T(t,x) (zonal mean)

T(t) (at North Pole)

T(x) (annual mean)

• 	Two	simplest	idealized	model	approaches:	

1)  Annual-mean	T(x):	Energy	Balance	Models	(EBMs)

2)  North	Pole	T(t):	Single	Column	Models	(SCMs)
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Single	Column	Models	(SCMs)	
• 	Classic	method	to	study	Arc%c	sea	ice	(Maykut	&	Untersteiner	1971).	

• 	Includes	seasonal	cycle	and	sea	ice	thermodynamic	processes.	

• 	Resul%ng	T(t)	&	h(t)	agree	with	observa%ons.	

• 	Also	simulates	instability	and	hysteresis	during	sea	ice	retreat		
(Thorndike	1992;	Flato	and	Brown	1996;	Björk	2002;	Eisenman	2007,	2012;	Eisenman	and	WeXlaufer	2009;	Müller-
Stoffels	and	Wackerbauer	2011,	2012;	Abbot	et	al.	2011;	Moon	and	WeXlaufer	2011,	2012;	Björk	et	al.	2013).	
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Fig. 6. Dependence of surface temperature on poleward heat 
flux. The solid lines result from the toy model. The dashed lines are 
twice the value in (24) for the minimum ice temperature, and (27) for 
the mixed layer temperature range. Tc and Tg denote the ice surface 
temperatures at the ends of the cooling and growing processes. 

temperature which is always decreasing upward, ice will 
form at the lower boundary and the ice will grow thicker. 
This will continue until the mean temperature gradient 
equals the ocean heat flux. This gives an estimate for the 
thickness 

heq -- -k(T/Fw), (28) 
which applies when the climate is too cold to support the 
four-step cycle. Under these conditions, the ocean heat flux 
plays a qualitatively different role than the other fluxes. 

For thick ice, the annual cycle of temperature will not 
reach the bottom of the ice. We may approximate the growth 
by ignoring the annual cycle, which we can do by replacing 
the W in (14) and (15) by (W q- Si)/2, its annual counterpart. 
With this change, the long-term ice growth is regulated by 
(14) in general and by (15) if there is no ocean heat flux. The 
asymptotic thickness is obtained by setting t - o• in (14), 
which in turn means 0 (h) - 0, and this leads again to (28) as 
the equilibrium thickness. With no ocean heat flux, the ice 
grows as t 1/2 (see (15)), or, equivalently 

dh nk (-W-S!) Fw 0 (29) dt BLh 2 ' 

For the standard cycle, an argument for the equilibrium 
thickness can be based on the changes in thickness due to 
growth and melting during a single annual cycle. Define the 
thickness changes due to growth and melting, both reckoned 
as positive, to be 

r [A + BT(h) D ] = Fw (30) G(h) • nw 2 
M=- +--+Fw+(1-a)Fsw , 

L ns 2 

where T(h) is given by (10) and r represents the duration of 
the growing and melting processes, which are assumed to be 
equal. In equilibrium, G(heq ) - M, which leads to 

kn [-W- Si- 2Fwl he q _ w . B •i -• • 'J (31) 
This thickness is 2.8 m with standard parameters. It can be 
expected to lie between the maximum thickness at the end of 
winter and the minimum at the end of summer. It is given by 
the characteristic thickness nwk/B multiplied by a dimen- 
sionless ratio involving all the heat fluxes. It does not depend 
on the latent heat of ice. 

The sensitivity of the equilibrium thickness to the external 
fluxes can be found by taking partial derivatives, but the 
expressions are not especially revealing. Since the fluxes 
appear in the combination D + (1 - a)Fsw + 2Fw in (31), 
it follows that 1 W m -2 of ocean heat flux has about twice 
the impact on the ice thickness as an addition of 1 W m -2 to 
the poleward transport, and about 6 times the impact as 
adding the same amount to the shortwave flux. The reason 
why D is weighted only half as much as Fw can be traced to 
the up-and-down symmetry of the atmospheric thermal 
radiation (equation (3)). Only half of the poleward heat 
transport is converted to downwelling radiation. The other 
half has no effect on the ice. The low weight attached to the 
shortwave flux is a consequence of the high albedo of the ice. 
With standard parameters, the sensitivities work out to be 

dh eq/dD - 11 cm (W m-2) - •, 
dheq/dFsw = 6 cm (W m -2) -•, (32) 
dh eq/dFw = 3 3 cm (W m-2) - •. 

Maykut and Untersteiner [1971] found a similarly high 
sensitivity to the ocean heat flux; 6 W m -2 was enough to 
cause the ice to vanish. 

A flux of 1 W m -2, applied for 1 year, is enough heat to 
melt about 10 cm of ice, a number which depends only on the 
latent heat L. It is only coincidence that this number is of the 
same order as the sensitivities just stated. They measure the 
ability of the ice to adjust to changes in thermal forcing, 
which it does by adjusting its temperature and its thickness. 
The sensitivities depend on B, which is a function of the 
freezing temperature, and on k, but not on L. 

Coolest conditions for an equilibrium cycle. Here we 
determine the coolest climate that can support an equilib- 
rium cycle. This is the cycle in which the ice requires 
one-half year to cool from T = 0 to T in the neighborhood of 
-40øC, and one-half year to warm up again. Therefore the 
duration of cooling, r, equals Y, and the thickness has a 
constant value h; only the temperature changes. In the case 
of no ocean heat flux, equation (12) can be set equal to Y and 
solved for h. A numerical solution gives h - 10.8 nwk/B. 
Here the value of the constant depends on 2 YB 2 2 /nwck, but 
not on the surface heat balance. This means the ice will have 
the same thickness, about 12 m, for any combination of 
fluxes which leads to a no growth cycle. The minimum 
temperature in the cycle will depend on the energy balance; 
refer to the argument leading to (24). 

(S i q- W) 
Tmi n = n •. (33) 

B 

Equation (10) then gives h = -(kn/B)(1 + W/Si), from 
which we obtain the condition for the coolest equilibrium 
cycle, 

Thorndike (1992) 



Models	of	ice	albedo	and	climate	

T(t,x,θ) T(t,x) (zonal mean)

T(t) (at North Pole)

T(x) (annual mean)

• 	Two	simplest	idealized	model	approaches:	

1)  Annual-mean	T(x):	Energy	Balance	Models	(EBMs)

2)  North	Pole	T(t):	Single	Column	Models	(SCMs)
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Models	of	ice	albedo	and	climate	

T(t,x,θ) T(t,x) (zonal mean)

T(t) (at North Pole)

T(x) (annual mean)

• 	Two	simplest	idealized	model	approaches:	

1)  Annual-mean	T(x):	Energy	Balance	Models	(EBMs)

2)  North	Pole	T(t):	Single	Column	Models	(SCMs)

• 	Comprehensive	global	climate	models	(GCMs).		
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• 	State-of-the	art	climate	models,	including	atmosphere,	ocean,	sea	ice,	and	land	surface.	

• 	NCAR	CCSM3	(a	GCM)	does	not	simulates	instability	and	hysteresis	when	CO2	increased	
un%l	all	ice	gone	and	then	decreased	back	to	star%ng	point	(Armour	et	al.	2011).	

• 	Behavior	is	strikingly	linear	–	no	hint	of	nonlinearity	from	ice-albedo	feedback.	

• 	Similar	simula%ons	with	other	GCMs	yield	similar	results	(e.g.,	Ridley	et	al.	2012;	Li	et	al.	2013;	

cf.	Ferreira	et	al.	2011).	

• 	Using	less	direct	approaches,	a	range	of	GCMs	were	found	not	to	show	evidence	of	
instability	from	the	ice-albedo	feedback	(Winton	2006,	2008;	Ridley	et	al.	2007;	Tietsche	et	al.	2011).	
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Ques3on	
Idealized	climate	models	find	instability	in	the	sea	ice	cover.	

Comprehensive	climate	models	do	not.		

Why?	
Do	idealized	models	miss	essen%al	physics?	

Or	do	comprehensive	GCMs	get	things	wrong?	

T(t,x,θ) T(t,x) (zonal mean)

T(t) (at North Pole)

T(x) (annual mean)

T(t,x)
EBMs%

SCMs%

GCMs%



Approach	

T(t,x,θ) T(t,x) (zonal mean)

T(t) (at North Pole)

T(x) (annual mean)

T(t,x)
EBMs%

SCMs%

GCMs%

Construct	an	idealized	model	that	contains	the	physics	in	both	
EBMs	and	SCMs:	an	“EBM-SCM”	that	simulates	T(t,x).	



Approach	

Construct	an	idealized	model	that	contains	the	physics	in	both	
EBMs	and	SCMs:	an	“EBM-SCM”	that	simulates	T(t,x).	

Real World T(t,x,θ)

T(x) (annual mean)

T(t) (at North Pole)

T(t,x) (zonal mean)T(t,x)

complex simple 



Model	development:	EBM	

Insolation: 

Co-albedo: 

Heat transport: 

ODE for T(x): 

(N
orth	1975)	

a(x, T ) =

(
a0 � a2x

2
T > Tm

ai T  Tm

Dr2
x

T = D

@

@x

�
1� x

2
�
@T

@x

�

(scalable climate forcing, F) 

f0 ⌘ aS � [A+B (T � T
m

)] +Dr2
x

T + F
b

S(x) = S0 � S2x
2

aS

Fb

A+B(T-Tm)

Dr2
x

T

equator(
x = 0

pole(
x = 1

cw
@T
@t

= 0 = f0 +F



Model	development:	+	Seasonal	cycle	

Insolation: 

Co-albedo: 

Heat transport: 

a(x, T ) =

(
a0 � a2x

2
T > Tm

ai T  Tm

Dr2
x

T = D

@

@x

�
1� x

2
�
@T

@x

�

(scalable climate forcing, F) 

f0 ⌘ aS � [A+B (T � T
m

)] +Dr2
x

T + F
b

aS

Fb

A+B(T-Tm)

Dr2
x

T

equator(
x = 0

pole(
x = 1

S(t, x) = S0 � S2x
2 � S1x cos!t

PDE for T(x, t): cw
@T
@t

= f0 +F



Model	development:	+	SCM	physics	

Sfc temp of frozen ice: 

Sfc temp (3 regimes): 

PDE for E(x, t): (scalable climate forcing, F) 

f0 ⌘ aS � [A+B (T � T
m

)] +Dr2
x

T + F
b

k
T0 � T

m

h
= f0 = aS � [A+B (T0 � T

m

)] +Dr2
x

T + F
b

↳ Need to solve this for T0 (nontrivial step) 

T =

8
><

>:

Tm + E/cw E > 0 (open water)

Tm E < 0, T0 > Tm (melting ice)

T0 E < 0, T0 < Tm (freezing ice)

(cf.	Eisenm
an	2012)	

(Eisenman	&	WeXlaufer	2009)	

E ¥
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°L f h E < 0

cw (T °Tm) E ∏ 0

@E
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= f0 +F

ocean heat
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equator pole

solar
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heat 
transport
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diffusion
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Dr2
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T

equator%
x = 0



Model	development:	Numerical	soluDon	

• 	At	each	%mestep,	T0	is	solu%on	of	a	nonlinear	ODE	involving	�2T	and	a	free	boundary	
between	mel%ng	and	freezing	ice	surfaces.	

• 	Rather	than	numerically	solve	this	ODE	at	each	%mestep,	we	constructed	an	analogous	two-
layer	system:	

• 	Diffusion	occurs	in	“ghost	layer”	(Implicit	Euler	%me	stepping).	
• 	All	other	processes	occur	in	main	layer	(Forward	Euler	%me	stepping).	
• 	Energy	exchanged	between	layers	to	relax	ghost	layer	temp	toward	main	layer.	
• 	Two-layer	system	is	equivalent	to	physical	model	in	limit	of	fast	relaxa%on	%me.	

Sfc temp of frozen ice: 

Sfc temp (3 regimes): 

PDE for E(x, t): (scalable climate forcing, F) 

f0 ⌘ aS � [A+B (T � T
m

)] +Dr2
x

T + F
b

k
T0 � T

m

h
= f0 = aS � [A+B (T0 � T

m

)] +Dr2
x

T + F
b

↳ Need to solve this for T0 (nontrivial step) 

T =

8
><

>:

Tm + E/cw E > 0 (open water)

Tm E < 0, T0 > Tm (melting ice)

T0 E < 0, T0 < Tm (freezing ice)

(cf.%Eisenm
an%&

%W
e/

laufer%2009,%Eisenm
an%2012)%

(Eisenman%&%We/laufer%2009)%
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• 	With	F = 0,	spun-up	model	state	agrees	reasonably	well	with	observed	current	climate.	

• 	Ice	edge	migrates	seasonally	between	60°N	and	80°N,		
		with	thick	mul%year	ice	and	thin	seasonal	ice.	

• 	Simulated	equilibrium	model	state	is	fully	determined	by	spun-up	E(x, t)	during	1	year.	
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Test	for	hysteresis	

warming	

• 	Sea	ice	retreat	is	approximately	linear	when	F	is	ramped	up.	
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Test	for	hysteresis	

warming	

cooling	

• 	Sea	ice	retreat	is	approximately	linear	when	F	is	ramped	up.	

• 	Ramping	F	back	down	causes	ice	to	recover	along	iden%cal	trajectory.	

! 	No	instability	during	sea	ice	retreat	in	this	model!	
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(Armour'et'al.'2011)'

• 	Sea	ice	retreat	is	approximately	linear	when	F	is	ramped	up.	

• 	Ramping	F	back	down	causes	ice	to	recover	along	iden%cal	trajectory.	

! 	No	instability	during	sea	ice	retreat	in	this	model!	

• 	This	EBM-SCM	resembles	a	GCM	rather	than	an	EBM	or	SCM.	

90° 

70° 

EBM	

GCM	



Reduc3on	to	earlier	models	

• 	Model	reduces	to	standard	t-independent	EBM	when	S1 = 0	[steady-state	T(x)	no	longer	
depends	on	ice	physics]:	instability.	

f0 ⌘ aS � [A+B (T � T
m

)] +Dr2
x

T + F
b

S(t, x) = S0 � S2x
2 � S1x cos!t

0

0

• 	Model	reduces	to	standard	x-independent	SCM	when	D = 0	(no	horizontal	
communica%on	between	T(t)	in	each	column):	instability.	
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Exploring	parameter	space	(D, S1)
} Run	model	with	 	 	 	 	 	 								441	hysteresis	loop	simula%ons.	• 	21	values	of	S1	in	[0, S1*]

• 	21	values	of	D	in	[0, D*]
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Exploring	parameter	space	(D, S1)
Run	model	with	 	 	 	 	 	 								441	hysteresis	loop	simula%ons.	• 	21	values	of	S1	in	[0, S1*]

• 	21	values	of	D	in	[0, D*]

Hysteresis width ∆F (W/m2) 

instability	&	
hysteresis	

! 	Meridional	communica%on	and	seasonal	cycle	in	solar	forcing	each	increase	stability.	

} 
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Behavior	at	origin

• 	Consider	simplest	regime	(D	= 0, S1	= 0).	

• 	Albedo	jump	causes	mul%ple	states.	

• 	Can	visualize	as	“wells”	of	poten%al	(U):	
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Dependence	on	seasonal	cycle
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bistable

• 	Consider	SCM	regime	(D	= 0).	

• 	Nearly	analy%cal	solu%on	for	∆F(S1) –	just	
need	numerical	solu%on	for	ice	thickness		
(cf.	Eisenman	2012).	

• 	Increasing	seasonal	amplitude	reduces	∆F.	

• 	Conceptually,	seasonal	varia%ons	make	it	
easier	to	spontaneously	jump	between	two	
poten%al	wells,	making	it	more	difficult	to	
support	bistability.	

Conceptual cartoon: potential well 

Increase S1
∆F	 ∆F	

Hysteresis width ∆F (W/m2) 



Dependence	on	horizontal	transport

• 	Consider	EBM	regime	(S1	= 0).	

• 	∆F(D)	can	be	found	analy%cally		
(cf.	Lindzen	and	Farrell	1977;	North	1984).	

• 	Increasing	horizontal	diffusivity	reduces	∆F,	
i.e.,	increases	stability.	

• 	Conceptually,	diffusion	smoothes	out	
bistability	of	poten%al	well,	making	it	more	
difficult	to	support	bistability.	
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Dependence	on	horizontal	transport

Hysteresis width ∆F (W/m2) 

when the spatial resolution increases. We find that DF
typically decreases with increasing D, with the greatest
sensitivity of DF occurring when D is small. This in-
dicates that the introduction of diffusive communication
between different latitudes has a stabilizing effect on the
polar sea ice cover.
At a critical diffusivity Dmax (marked by a solid ver-

tical line in Fig. 7), the small ice cap instability merges
with the snowball earth instability. ForD.Dmax, there
is no stable climate with 0 , xi , 1. This property of
EBMs for large values of D has been noted previously
(Lindzen and Farrell 1977). For these values of D the
global surface temperature becomes relatively iso-
thermal, allowing stable solutions only with T , Tm

everywhere or T . Tm everywhere.
The stabilizing effect of increased diffusivity when

D,Dmax can be visualized by considering a potentialV
associated with the model evolution. We identify the
model state by the surface temperature at the pole Tp

and we define the potential such that dTp/dt52dV/dTp.
Hence valleys in V are stable equilibria and peaks in V
are unstable equilibria. The computation of V is de-
scribed in appendix C.
We compare two potentials in Fig. 8. One has a

smaller diffusivity (D 5 0.12Wm22K21) and the other
has a larger diffusivity (D 5 0.14Wm22K21). We
choose values of F such that the unstable equilibria oc-
cur at the same value of Tp, using F5 55 and 51Wm22,
respectively. As one might expect intuitively from the
effect of diffusion, the higher diffusivity is associated
with a smoother potential. In other words, there is a
smaller barrier between the two stable equilibria, which

suggests that a smaller change in forcing is necessary to
transition between the states (i.e., DF is reduced).
Note that explanations involving the diffusive length

scale associated with Eq. (10) have also been suggested
for the influence ofD on the extent of the SICI (Lindzen
and Farrell 1977; North 1984). Furthermore, the quali-
tative relationship we find between D and DF is consis-
tent with the conclusion in Eisenman (2012) that that
parameter changes in climate models that give rise to
thinner ice and warmer ice-free ocean surface temper-
atures make the system less prone to bistability.

d. Stabilization from seasonal cycle (D 5 0)

The influence of the amplitude of the seasonal cycle
(S1) in the SCM regime (D5 0) is illustrated in Fig. 9. In
this regime, Fc can be readily obtained analytically be-
cause it is the point of transition from a perennially ice-
free state, in which case the model equations are linear.
We find

Fc 5A2 [Fb 1 (a02 a2)(S02 S22 kS1)] , (13)

where k [ [1 1 (vcw/B)
2]21/2 (blue line in Fig. 9a).

The analogous relationship between Fw and S1 is
nonlinear, since Fw represents the transition from the
ice-covered regime, in which the equations are nonlinear.
However, we can consider the model as developed in
section 2a, neglecting the nonlinear ice thickness evolu-
tion added in section 2b. In this case, only the surface
albedo changes when T drops below Tm, and Fw (red line
in Fig. 9a) takes a form similar to Fc. This leads to a
hysteresis width (black line in Fig. 9b) of

DF(no ice thickness)5 (a02 a22 ai)(S0 2S2)

2 (a02 a21 ai)kS1 . (14)

FIG. 7. Dependence of the critical forcing values on D in the
EBM regime (S15 0). (a) Fc (blue) and Fw (red) vsD for numerical
results (squares) and analytical results (solid line). The inset in-
dicates the bistable regime. (b) Hysteresis width DF vs D for nu-
merical (squares) and analytical (solid line) approximate solutions.
Also indicated are the default valueD5D* (dashed vertical line)
and the value at which the SICI merges with the snowball earth
instability D 5 Dmax (solid vertical line).

FIG. 8. Potential (V) in the EBM regime (S1 5 0) with D 5
0.12Wm22K21, F[ 55Wm22 (solid) and withD5 0.14Wm22K21,
F [ 51Wm22 (dashed), illustrating how increasing D reduces
the barrier between stable equilibria by smoothing the potential
wells.
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PuVng	it	all	together:	∆F(D, S1)

Expect	that	∆F(D, S1) ≈ ∆F(0, S1) + ∆F(D, 0)
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PuVng	it	all	together:	∆F(D, S1)

Expect	that	∆F(D, S1) ≈ ∆F(0, S1) + ∆F(D, 0)

Conceptual / (nearly) analytical solution 
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Summary	of	Part	1	

• 	Why	do	low-order	idealized	models	simulate	instability	in	the	sea	ice	cover	while	
comprehensive	GCMs	do	not?	

• 	Because	idealized	models	have	typically	neglected	either	seasonal	varia3ons	or	
meridional	heat	transport,	and	both	have	strong	stabilizing	effects.	

• 	Including	both	S1	and	D	causes	ice	cover	to	be	stable.	

! 	The	sea	ice	cover	may	be	substan3ally	more	stable	than	has	been	suggested	in	
previous	studies	that	used	EBMs	or	SCMs.	

• 	May	be	relevant	to	other	cases	with	bistability	only	in	low-order	climate	models.	

Further	details:		Wagner	&	Eisenman,	J.	Climate	2015	

Model	code: 				hYp://eisenman.ucsd.edu	



Part	2	

Early	warning	signals	



Early	warning	of	approaching	bifurca3ons

• 	A	flurry	of	recent	studies	have	inves%gated	early	warning	signals	to	iden3fy	an	
approaching	bifurca3on	before	it	is	reached.	

• 	The	White	House	has	considered	using	geoengineering	to	avoid	crossing	climate	
%pping	points	(Associated	Press,	2009).	



Early	warning	signals:	cri3cal	slowing	down	(1/2)

F = F1 F = F2 F = F3

Ai AiAi

U

• 	As	a	bifurca%on	is	approached	in	a	simple	dynamic	system,	the	poten3al	well	becomes	
less	steep.	



Early	warning	signals:	cri3cal	slowing	down	(2/2)

• 	In	a	system	subject	to	noise,	this	causes	larger	autocorrela3on	(i.e.,	slower	recovery	%me)	
and	o\en	larger	variance:	“cri3cal	slowing	down”	warns	of	approaching	bifurca%on.	

• 	Autocorrela3on	is	the	leading	candidate	to	act	as	an	early	warning	indicator.	

promotes local resilience, because effects of local
perturbations are eliminated quickly through sub-
sidiary inputs from the broader system. For
instance, local damage to a coral reef may be
repaired by “mobile link organisms” from nearby
reefs, and individual banks may be saved by
subsidiary inputs from the larger financial sys-
tem (10). However, as conditions change, high-
ly connected systems may reach a tipping point
where a local perturbation can cause a domino
effect cascading into a systemic transition (8).
Notably, in such connected systems, the repeated
recovery from small-scale perturbations can
give a false impression of resilience, masking
the fact that the system may actually be ap-
proaching a tipping point for a systemic shift.
For example, before the sudden large-scale
collapse of Caribbean coral systems in the 1980s
evoked by a sea urchin disease outbreak, the
reefs were considered highly resilient systems,
as they recovered time and time again from de-
vastating tropical storms and other local pertur-
bations (11). In summary, the same prerequisites
that allow recovery from local damage may set
a system up for large-scale collapse.

Robustness in different kinds of networks. In
addition to the work on systems where units can
switch between alternative states in a contagious
way, there has been an increasing interest in
understanding robustness of webs of other kinds
of interactions. For instance, species in ecosys-
tems can be linked through mutualistic (+/+)
interactions such as in pollinators and plants, or
by competition (−/−) or predation (+/−). Rather
than asking what causes the overall systems re-
sponse to be catastrophic or gradual, most of
these studies have focused on what topology of
interaction structures makes the overall system
less likely to fall apart when components are ran-
domly removed. The answer turns out to depend
on the kind of interactions between the units.
Overall, networks with antagonistic interactions
(e.g., competition) are predicted to be more ro-
bust if interactions are compartmentalized into
loosely connectedmodules, whereas networks with
strong mutualistic interactions (e.g., pollination)
are more robust if they have nested structures
where specialists are preferentially linked in their
mutualism to generalists that act as hubs of con-
nectivity (12, 13). Empirical studies in ecology
suggest that the structures predicted to be more
robust are also found most in nature (13–15), but
this is an active field of research where new in-
sights are still emerging (16) and much remains
to be explored.

The challenge of designing robust systems.
Work on ecological networks has led to the idea
that we might apply our insights in the function-
ing of natural systems when it comes to design-
ing structures that are less vulnerable to collapse.
For instance, about half a year before the collapse
of global financial markets in 2008, it was pointed
out (17) that it could be helpful to analyze the
financial system for the generic structural features
that were found by ecologists to affect the risk
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Previous	studies	of	early	warning	signal	

• 	Autocorrela%on	has	been	proposed	as	an	early	warning	signal	of	an	approaching	
bifurca%on	in	a	wide	range	of	systems	(e.g.,	Scheffer	et	al.	2009,	Scheffer	et	al.	2012).	

• 	This	has	been	examined	in	paleoproxy	%me	series	and	climate	models	(e.g.,	Dakos	et	al.	
2008,	Lenton	et	al.	2012),	modern	satellite	observa%ons	(e.g.,	Livina	&	Lenton	2013),	
financial	markets	(e.g.,	Hong	&	Stein	2003),	ecosystems	(e.g.,	Carpenter	&	Brock	2006),	etc...	

Here, we analyze the change in autocorrelation in time series
of eight ancient events of abrupt climate change reconstructed
from geological records (Fig. 1; see Methods) to examine

whether the climate system slows down when a critical threshold
is approached. Because we are interested in the possibility of
using such information as an early warning signal, we used only
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Fig. 1. Eight reconstructed time series of abrupt climate shifts in the past. (A) The end of the greenhouse Earth, (M) the end of the Younger Dryas, (K) the
Bølling-Alleröd transition, (O) thedesertificationofNorthAfrica, (I) theendofthe lastglaciation,and(G,E, andF) theendsofearlierglaciations. Inall cases thedynamics
of the system slow down before the transition, as revealed by an increasing trend in autocorrelation (B, D, F, H, J, L, N, and P). The gray bands identify transition phases.
The arrows mark the width of the moving window used to compute slowness. The smooth gray line through the time series is the Gaussian kernel function used to
filter out slow trends. Data in A come from tropical Pacific sediment core records, data in M are from the Cariaco basin sediment, data in K come from the Greenland
GISP2 ice core, data in O from the sediment core ODP Hole 658C off the west coast of Africa, and data presented in C, E, G, and I are from the Antarctica Vostok ice
core (additional details are in supporting information (SI) Table S1 and Fig. S1).
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Ques3on

• 	How	does	autocorrela3on	evolve	in	our	model		

when	we	add	noise	and	warm	or	cool	the	climate?	

• 	From	Part	1:	This	model	gets	no	bifurca%on	when	warmed	from	modern	
condi%ons,	but	cooling	leads	to	snowball	earth	bifurca%on.	

aS

Fb

A+B(T-Tm)

Dr2
x

T

equator(
x = 0

pole(
x = 1

Geophysical Research Letters 10.1002/2015GL066297

Figure 1. Sea ice area and CSD indicators in a model of global climate and sea ice. (a) Evolution of September Arctic sea
ice area Ai , with climate forcing F (lower horizontal axis) and time t (upper horizontal axis). Five realizations of warming
and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.

4. False Alarm From Rising Autocorrelation

We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance

WAGNER AND EISENMAN FALSE ALARMS DURING SEA ICE LOSS 10,335
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Approach

• 	Begin	with	model	described	in	Part	1.	
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Approach

• 	Begin	with	model	described	in	Part	1.	

• 	Add	(weather)	noise.	
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Approach

• 	Begin	with	model	described	in	Part	1.	

• 	Add	(weather)	noise.	
(Deal	with	complica3ons	associated	with	numerical	integra3on…)	
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Approach

• 	Begin	with	model	described	in	Part	1.	

• 	Add	(weather)	noise.	
(Deal	with	complica3ons	associated	with	numerical	integra3on…)	

• 	Compute	10,000	realiza%ons	of	noisy	warming	and	cooling	(varying	F).	

• 	Focus	on	September	sea	ice	area.	
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Results:	Cooling	to	Snowball	earth

• 	Climate	cools	un%l	bifurca%on,	
then	abruptly	jumps	to	
Snowball	earth.	

• 	Lag-1yr	autocorrela3on	
increases.	(Variance	also	
increases).	

! 	Cri3cal	slowing	down	
correctly	warns	of	approaching	
Snowball	earth	bifurca%on.	

Geophysical Research Letters 10.1002/2015GL066297

Figure 1. Sea ice area and CSD indicators in a model of global climate and sea ice. (a) Evolution of September Arctic sea
ice area Ai , with climate forcing F (lower horizontal axis) and time t (upper horizontal axis). Five realizations of warming
and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.

4. False Alarm From Rising Autocorrelation

We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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Figure 1. Sea ice area and CSD indicators in a model of global climate and sea ice. (a) Evolution of September Arctic sea
ice area Ai , with climate forcing F (lower horizontal axis) and time t (upper horizontal axis). Five realizations of warming
and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.
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ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.
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ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
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series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
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of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
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imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
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imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).
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sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance

WAGNER AND EISENMAN FALSE ALARMS DURING SEA ICE LOSS 10,335

Geophysical Research Letters 10.1002/2015GL066297

Figure 1. Sea ice area and CSD indicators in a model of global climate and sea ice. (a) Evolution of September Arctic sea
ice area Ai , with climate forcing F (lower horizontal axis) and time t (upper horizontal axis). Five realizations of warming
and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.

4. False Alarm From Rising Autocorrelation
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ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
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however, exhibits a marked increase as ice-free conditions are approached.
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series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
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ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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Figure 1. Sea ice area and CSD indicators in a model of global climate and sea ice. (a) Evolution of September Arctic sea
ice area Ai , with climate forcing F (lower horizontal axis) and time t (upper horizontal axis). Five realizations of warming
and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.

4. False Alarm From Rising Autocorrelation

We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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Figure 1. Sea ice area and CSD indicators in a model of global climate and sea ice. (a) Evolution of September Arctic sea
ice area Ai , with climate forcing F (lower horizontal axis) and time t (upper horizontal axis). Five realizations of warming
and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.

4. False Alarm From Rising Autocorrelation

We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
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We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.
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We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.
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of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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• 	Ice	declines	smoothly,	with		
no	accelera3on	or	abrupt	loss.	

• 	Lag-1yr	autocorrela3on	
increases.	(Variance,	however,	
decreases.)	

! 	Cri3cal	slowing	down	raises	a	
false	alarm!		
It	warns	of	a	bifurca%on	that	is	
not	actually	there.	



False	alarm	mechanism:	Temperature	at	pole

• 	Temperature	at	pole	shows	
features	that	are	qualita%vely	
equivalent	to	the	sea	ice	area.	
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Simulated hysteresis loop of the model with no added noise, with a schematic 
indication of the unstable state (gray); arrows indicate warming and cooling 
trajectories.
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2. THEORY: JUMP IN HEAT CAPACITY AND 
RISING AUTOCORRELATION 

Meridional heat transport and seasonal variations act to 
essentially remove the effect of nonlinearity from albedo changes 
[3]. Hence setting D = 0 and taking aS constant may have 
compensating effects, with results qualitatively unaffected. With 
these changes, there is no spatial dependence, giving:  

The influence of sea ice thermodynamics is still a source of 
complexity, but with no seasonal cycle, we can crudely 
approximate this as a jump in the effective heat capacity, c. 
We take 

This is motivated by the relaxation timescale of a single-column 
version of the full model being  ~1 year for thin perennial ice and 
~5 years for ice-free conditions. 
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CONCLUSIONS
• Rising autocorrelation, a common Early Warning Signal, can 

raise false alarms for sea ice 
• Changes in effective heat capacity, rather than bifurcations, 

dominate autocorrelation signal 
• Rising autocorrelation is not a universal indicator for abrupt 

change in physical systems 

In order to avoid impending catastrophic shifts in the climate 
system, drastic measures such as geoengineering interventions 
are currently being considered. The profound consequences such 
measures may have for the planet make it imperative that we 
accurately identify the approach of such “tipping points” [1]. Here, 
we show that a leading candidate to act as an early warning signal 
— rising autocorrelation [2] — can raise false alarms in the climate 
system, warning of tipping points that are not actually there. 
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MODEL: POLAR 
TEMPERATURE AND 
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The evolution of the system is given by the energy balance 

where the addition of weather noise N is an extension of the 
original model [3]. 

1. A NOISY ENERGY BALANCE SEA ICE MODEL 
We consider an EBM that balances absorbed solar radiation, 
outgoing long wave radiation (OLR), horizontal heat transport, and 
surface heat storage. We then add a seasonal cycle and a 
thermodynamic sea ice model. The model state can be fully 
described by the surface enthalpy [3], defined as:  

E(t, x) �
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�Lf h(t, x) E < 0
cwT(t, x) E � 0.
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figures. The dashed lines in (b) and (c) show analytic solutions for this linear Ornstein-
Uhlenbeck process, when T<0 and T>0.
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c
dT
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= S̄ �(A+ BT) +Fb +N + F,

c =

�
cw/5, for T < 0,

cw, for T > 0.
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Temperature and CSD indicators for a simple model undergoing cooling with varying 
Planck feedback. Here, time t, rather than F, is shown on the horizontal axis; note that F 
decreases with increasing t.

THEORY — NONCONSTANT FEEDBACKS: 
TEMPERATURE AND CSD INDICATORS

3. THEORY: NONCONSTANT FEEDBACKS AND  
RISING AUTOCORRELATION AND VARIANCE 
We can adjust the model to allow for a gradual change in the 
climate feedbacks, represented by B. Here we hold c = cw 
constant. As a simple physical example of this, we examine 
changes in the Planck feedback due to the nonlinearity of the 
Stefan-Boltzmann relationship, replacing A + BT with !σST4. 

The state of the system can be described by a single potential 
well. As F decreases, the stabilizing Planck feedback becomes 
weaker. This leads to a widening of the potential well, causing 
larger and longer-lasting responses to perturbations.

cw
dT̃
dt

= S̄ � εσST̃4 +Fb +N + F,

We start simulations from a spun-up state with F = 0, which has a 
perennial ice cover above 80° latitude. To capture the full dynamic 
range of the system — from snowball earth to completely ice-free 
earth — we perform an ensemble of realizations for two sets of 
simulations: (i) warming runs in which F is gradually increased until 
the pole becomes perennially ice-free and (ii) cooling runs with 
decreasing F until the planet is completely ice-covered. We then 
compute the variance, σ2, and lag-1 yr autocorrelation, ρ, for 
September ice area or temperature at the pole. 

The evolution of σ2  and ρ resemble the full model (left), suggesting 
a physical explanation for the mixed Early Warning Signal 
behavior: the increase in effective heat capacity when sea ice 
is replaced with open ocean causes the autocorrelation to 
increase while the variance decreases. 

This could trigger a false alarm: the rising autocorrelation observed 
above is not indicative of an approaching bifurcation.

F = F1 F = F2 F = F3

Ai AiAi

U

ANTICIPATING CRITICAL TRANSITIONS

As the climate forcing parameter, F, is varied, the barrier between two stable states 
becomes smaller and eventually vanishes. As a result, the potential well of the 
original state steadily flattens, which leads to increasing variance and 
autocorrelation.
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(a) September Arctic sea ice area, Ai, versus climate forcing, F, and time, t (indicated 
along top of axes). Five realizations of warming and cooling are shown (faint red and 
blue), as well as warming and cooling simulations with no added noise (dark red and 
blue). (b) Variance of the time series in (a), computed using a 100 year running window 
(black bar). The dashed vertical line marks the point where the first realization becomes 
ice-free in September. (c) As in (b) but for lag-1 yr autocorrelation.
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Simulated hysteresis loop of the model with no added noise, with a schematic 
indication of the unstable state (gray); arrows indicate warming and cooling 
trajectories.
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2. THEORY: JUMP IN HEAT CAPACITY AND 
RISING AUTOCORRELATION 

Meridional heat transport and seasonal variations act to 
essentially remove the effect of nonlinearity from albedo changes 
[3]. Hence setting D = 0 and taking aS constant may have 
compensating effects, with results qualitatively unaffected. With 
these changes, there is no spatial dependence, giving:  

The influence of sea ice thermodynamics is still a source of 
complexity, but with no seasonal cycle, we can crudely 
approximate this as a jump in the effective heat capacity, c. 
We take 

This is motivated by the relaxation timescale of a single-column 
version of the full model being  ~1 year for thin perennial ice and 
~5 years for ice-free conditions. 
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• Rising autocorrelation, a common Early Warning Signal, can 

raise false alarms for sea ice 
• Changes in effective heat capacity, rather than bifurcations, 

dominate autocorrelation signal 
• Rising autocorrelation is not a universal indicator for abrupt 

change in physical systems 

In order to avoid impending catastrophic shifts in the climate 
system, drastic measures such as geoengineering interventions 
are currently being considered. The profound consequences such 
measures may have for the planet make it imperative that we 
accurately identify the approach of such “tipping points” [1]. Here, 
we show that a leading candidate to act as an early warning signal 
— rising autocorrelation [2] — can raise false alarms in the climate 
system, warning of tipping points that are not actually there. 
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The evolution of the system is given by the energy balance 

where the addition of weather noise N is an extension of the 
original model [3]. 

1. A NOISY ENERGY BALANCE SEA ICE MODEL 
We consider an EBM that balances absorbed solar radiation, 
outgoing long wave radiation (OLR), horizontal heat transport, and 
surface heat storage. We then add a seasonal cycle and a 
thermodynamic sea ice model. The model state can be fully 
described by the surface enthalpy [3], defined as:  

E(t, x) �
�

�Lf h(t, x) E < 0
cwT(t, x) E � 0.
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(a) One realization of the stochastic warming simulation (faint red), as well as the noise-
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Uhlenbeck process, when T<0 and T>0.
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Temperature and CSD indicators for a simple model undergoing cooling with varying 
Planck feedback. Here, time t, rather than F, is shown on the horizontal axis; note that F 
decreases with increasing t.
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3. THEORY: NONCONSTANT FEEDBACKS AND  
RISING AUTOCORRELATION AND VARIANCE 
We can adjust the model to allow for a gradual change in the 
climate feedbacks, represented by B. Here we hold c = cw 
constant. As a simple physical example of this, we examine 
changes in the Planck feedback due to the nonlinearity of the 
Stefan-Boltzmann relationship, replacing A + BT with !σST4. 

The state of the system can be described by a single potential 
well. As F decreases, the stabilizing Planck feedback becomes 
weaker. This leads to a widening of the potential well, causing 
larger and longer-lasting responses to perturbations.

cw
dT̃
dt

= S̄ � εσST̃4 +Fb +N + F,

We start simulations from a spun-up state with F = 0, which has a 
perennial ice cover above 80° latitude. To capture the full dynamic 
range of the system — from snowball earth to completely ice-free 
earth — we perform an ensemble of realizations for two sets of 
simulations: (i) warming runs in which F is gradually increased until 
the pole becomes perennially ice-free and (ii) cooling runs with 
decreasing F until the planet is completely ice-covered. We then 
compute the variance, σ2, and lag-1 yr autocorrelation, ρ, for 
September ice area or temperature at the pole. 

The evolution of σ2  and ρ resemble the full model (left), suggesting 
a physical explanation for the mixed Early Warning Signal 
behavior: the increase in effective heat capacity when sea ice 
is replaced with open ocean causes the autocorrelation to 
increase while the variance decreases. 

This could trigger a false alarm: the rising autocorrelation observed 
above is not indicative of an approaching bifurcation.

F = F1 F = F2 F = F3
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U

ANTICIPATING CRITICAL TRANSITIONS

As the climate forcing parameter, F, is varied, the barrier between two stable states 
becomes smaller and eventually vanishes. As a result, the potential well of the 
original state steadily flattens, which leads to increasing variance and 
autocorrelation.
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(a) September Arctic sea ice area, Ai, versus climate forcing, F, and time, t (indicated 
along top of axes). Five realizations of warming and cooling are shown (faint red and 
blue), as well as warming and cooling simulations with no added noise (dark red and 
blue). (b) Variance of the time series in (a), computed using a 100 year running window 
(black bar). The dashed vertical line marks the point where the first realization becomes 
ice-free in September. (c) As in (b) but for lag-1 yr autocorrelation.
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2. THEORY: JUMP IN HEAT CAPACITY AND 
RISING AUTOCORRELATION 

Meridional heat transport and seasonal variations act to 
essentially remove the effect of nonlinearity from albedo changes 
[3]. Hence setting D = 0 and taking aS constant may have 
compensating effects, with results qualitatively unaffected. With 
these changes, there is no spatial dependence, giving:  

The influence of sea ice thermodynamics is still a source of 
complexity, but with no seasonal cycle, we can crudely 
approximate this as a jump in the effective heat capacity, c. 
We take 

This is motivated by the relaxation timescale of a single-column 
version of the full model being  ~1 year for thin perennial ice and 
~5 years for ice-free conditions. 
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• Rising autocorrelation is not a universal indicator for abrupt 

change in physical systems 

In order to avoid impending catastrophic shifts in the climate 
system, drastic measures such as geoengineering interventions 
are currently being considered. The profound consequences such 
measures may have for the planet make it imperative that we 
accurately identify the approach of such “tipping points” [1]. Here, 
we show that a leading candidate to act as an early warning signal 
— rising autocorrelation [2] — can raise false alarms in the climate 
system, warning of tipping points that are not actually there. 
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The evolution of the system is given by the energy balance 

where the addition of weather noise N is an extension of the 
original model [3]. 

1. A NOISY ENERGY BALANCE SEA ICE MODEL 
We consider an EBM that balances absorbed solar radiation, 
outgoing long wave radiation (OLR), horizontal heat transport, and 
surface heat storage. We then add a seasonal cycle and a 
thermodynamic sea ice model. The model state can be fully 
described by the surface enthalpy [3], defined as:  
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(a) One realization of the stochastic warming simulation (faint red), as well as the noise-
free solution (dashed). (b) Variance and (c) autocorrelation, respectively, as in previous 
figures. The dashed lines in (b) and (c) show analytic solutions for this linear Ornstein-
Uhlenbeck process, when T<0 and T>0.
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Temperature and CSD indicators for a simple model undergoing cooling with varying 
Planck feedback. Here, time t, rather than F, is shown on the horizontal axis; note that F 
decreases with increasing t.
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3. THEORY: NONCONSTANT FEEDBACKS AND  
RISING AUTOCORRELATION AND VARIANCE 
We can adjust the model to allow for a gradual change in the 
climate feedbacks, represented by B. Here we hold c = cw 
constant. As a simple physical example of this, we examine 
changes in the Planck feedback due to the nonlinearity of the 
Stefan-Boltzmann relationship, replacing A + BT with !σST4. 

The state of the system can be described by a single potential 
well. As F decreases, the stabilizing Planck feedback becomes 
weaker. This leads to a widening of the potential well, causing 
larger and longer-lasting responses to perturbations.
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= S̄ � εσST̃4 +Fb +N + F,

We start simulations from a spun-up state with F = 0, which has a 
perennial ice cover above 80° latitude. To capture the full dynamic 
range of the system — from snowball earth to completely ice-free 
earth — we perform an ensemble of realizations for two sets of 
simulations: (i) warming runs in which F is gradually increased until 
the pole becomes perennially ice-free and (ii) cooling runs with 
decreasing F until the planet is completely ice-covered. We then 
compute the variance, σ2, and lag-1 yr autocorrelation, ρ, for 
September ice area or temperature at the pole. 

The evolution of σ2  and ρ resemble the full model (left), suggesting 
a physical explanation for the mixed Early Warning Signal 
behavior: the increase in effective heat capacity when sea ice 
is replaced with open ocean causes the autocorrelation to 
increase while the variance decreases. 

This could trigger a false alarm: the rising autocorrelation observed 
above is not indicative of an approaching bifurcation.

F = F1 F = F2 F = F3

Ai AiAi

U

ANTICIPATING CRITICAL TRANSITIONS

As the climate forcing parameter, F, is varied, the barrier between two stable states 
becomes smaller and eventually vanishes. As a result, the potential well of the 
original state steadily flattens, which leads to increasing variance and 
autocorrelation.
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(a) September Arctic sea ice area, Ai, versus climate forcing, F, and time, t (indicated 
along top of axes). Five realizations of warming and cooling are shown (faint red and 
blue), as well as warming and cooling simulations with no added noise (dark red and 
blue). (b) Variance of the time series in (a), computed using a 100 year running window 
(black bar). The dashed vertical line marks the point where the first realization becomes 
ice-free in September. (c) As in (b) but for lag-1 yr autocorrelation.
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2. THEORY: JUMP IN HEAT CAPACITY AND 
RISING AUTOCORRELATION 

Meridional heat transport and seasonal variations act to 
essentially remove the effect of nonlinearity from albedo changes 
[3]. Hence setting D = 0 and taking aS constant may have 
compensating effects, with results qualitatively unaffected. With 
these changes, there is no spatial dependence, giving:  

The influence of sea ice thermodynamics is still a source of 
complexity, but with no seasonal cycle, we can crudely 
approximate this as a jump in the effective heat capacity, c. 
We take 

This is motivated by the relaxation timescale of a single-column 
version of the full model being  ~1 year for thin perennial ice and 
~5 years for ice-free conditions. 
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CONCLUSIONS
• Rising autocorrelation, a common Early Warning Signal, can 

raise false alarms for sea ice 
• Changes in effective heat capacity, rather than bifurcations, 

dominate autocorrelation signal 
• Rising autocorrelation is not a universal indicator for abrupt 

change in physical systems 

In order to avoid impending catastrophic shifts in the climate 
system, drastic measures such as geoengineering interventions 
are currently being considered. The profound consequences such 
measures may have for the planet make it imperative that we 
accurately identify the approach of such “tipping points” [1]. Here, 
we show that a leading candidate to act as an early warning signal 
— rising autocorrelation [2] — can raise false alarms in the climate 
system, warning of tipping points that are not actually there. 
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Simulated polar temperature, 
Tp, and CSD indicators. As in 
the figure for sea ice area  
(above), but for September 
polar temperature.

MODEL: POLAR 
TEMPERATURE AND 
CSD INDICATORS

The evolution of the system is given by the energy balance 

where the addition of weather noise N is an extension of the 
original model [3]. 

1. A NOISY ENERGY BALANCE SEA ICE MODEL 
We consider an EBM that balances absorbed solar radiation, 
outgoing long wave radiation (OLR), horizontal heat transport, and 
surface heat storage. We then add a seasonal cycle and a 
thermodynamic sea ice model. The model state can be fully 
described by the surface enthalpy [3], defined as:  

E(t, x) �
�

�Lf h(t, x) E < 0
cwT(t, x) E � 0.
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(a) One realization of the stochastic warming simulation (faint red), as well as the noise-
free solution (dashed). (b) Variance and (c) autocorrelation, respectively, as in previous 
figures. The dashed lines in (b) and (c) show analytic solutions for this linear Ornstein-
Uhlenbeck process, when T<0 and T>0.

THEORY — JUMP IN HEAT CAPACITY:  
TEMPERATURE AND CSD INDICATORS

c
dT
dt

= S̄ �(A+ BT) +Fb +N + F,

c =

�
cw/5, for T < 0,

cw, for T > 0.
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Temperature and CSD indicators for a simple model undergoing cooling with varying 
Planck feedback. Here, time t, rather than F, is shown on the horizontal axis; note that F 
decreases with increasing t.

THEORY — NONCONSTANT FEEDBACKS: 
TEMPERATURE AND CSD INDICATORS

3. THEORY: NONCONSTANT FEEDBACKS AND  
RISING AUTOCORRELATION AND VARIANCE 
We can adjust the model to allow for a gradual change in the 
climate feedbacks, represented by B. Here we hold c = cw 
constant. As a simple physical example of this, we examine 
changes in the Planck feedback due to the nonlinearity of the 
Stefan-Boltzmann relationship, replacing A + BT with !σST4. 

The state of the system can be described by a single potential 
well. As F decreases, the stabilizing Planck feedback becomes 
weaker. This leads to a widening of the potential well, causing 
larger and longer-lasting responses to perturbations.

cw
dT̃
dt

= S̄ � εσST̃4 +Fb +N + F,

We start simulations from a spun-up state with F = 0, which has a 
perennial ice cover above 80° latitude. To capture the full dynamic 
range of the system — from snowball earth to completely ice-free 
earth — we perform an ensemble of realizations for two sets of 
simulations: (i) warming runs in which F is gradually increased until 
the pole becomes perennially ice-free and (ii) cooling runs with 
decreasing F until the planet is completely ice-covered. We then 
compute the variance, σ2, and lag-1 yr autocorrelation, ρ, for 
September ice area or temperature at the pole. 

The evolution of σ2  and ρ resemble the full model (left), suggesting 
a physical explanation for the mixed Early Warning Signal 
behavior: the increase in effective heat capacity when sea ice 
is replaced with open ocean causes the autocorrelation to 
increase while the variance decreases. 

This could trigger a false alarm: the rising autocorrelation observed 
above is not indicative of an approaching bifurcation.

F = F1 F = F2 F = F3

Ai AiAi

U

ANTICIPATING CRITICAL TRANSITIONS

As the climate forcing parameter, F, is varied, the barrier between two stable states 
becomes smaller and eventually vanishes. As a result, the potential well of the 
original state steadily flattens, which leads to increasing variance and 
autocorrelation.

contact: tjwagner@ucsd.edu

Till J.W. Wagner and Ian Eisenman

(sea ice),
(open water).

MODEL: SEA ICE AREA AND CRITICAL SLOW DOWN (CSD) 
INDICATORS
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(a) September Arctic sea ice area, Ai, versus climate forcing, F, and time, t (indicated 
along top of axes). Five realizations of warming and cooling are shown (faint red and 
blue), as well as warming and cooling simulations with no added noise (dark red and 
blue). (b) Variance of the time series in (a), computed using a 100 year running window 
(black bar). The dashed vertical line marks the point where the first realization becomes 
ice-free in September. (c) As in (b) but for lag-1 yr autocorrelation.
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Figure 1. Sea ice area and CSD indicators in a model of global climate and sea ice. (a) Evolution of September Arctic sea
ice area Ai , with climate forcing F (lower horizontal axis) and time t (upper horizontal axis). Five realizations of warming
and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.

4. False Alarm From Rising Autocorrelation

We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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Figure 1. Sea ice area and CSD indicators in a model of global climate and sea ice. (a) Evolution of September Arctic sea
ice area Ai , with climate forcing F (lower horizontal axis) and time t (upper horizontal axis). Five realizations of warming
and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.
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and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
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schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
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We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
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series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
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False	alarm	mechanism:	Simplified	model

• 	Part	1	results	suggest	that	seasonal	varia%ons	and	heat	transport	act	to	
reduce	the	effect	of	nonlinearity	from	albedo	changes.	

! 	Removing	transport	&	seasonal	cycle	while	using	constant	albedo	may	
plausibly	have	compensa%ng	effects,	with	results	qualita%vely	unaffected.		

• 	In	this	simplified	system,	influence	of	sea	ice	thermodynamics	can	be	crudely	
approximated	as	a	change	in	effec3ve	heat	capacity:	
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• 	This	system	represents	an	Ornstein-Uhlenbeck	process	(analy%cally	solvable).	
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False	alarm	mechanism:	Simplified	model	results
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Figure 1. Sea ice area and CSD indicators in a model of global climate and sea ice. (a) Evolution of September Arctic sea
ice area Ai , with climate forcing F (lower horizontal axis) and time t (upper horizontal axis). Five realizations of warming
and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.

4. False Alarm From Rising Autocorrelation

We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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Figure 1. Sea ice area and CSD indicators in a model of global climate and sea ice. (a) Evolution of September Arctic sea
ice area Ai , with climate forcing F (lower horizontal axis) and time t (upper horizontal axis). Five realizations of warming
and cooling from the 1000-run ensemble are shown (faint red and blue), as well as warming and cooling simulations
with no added noise (dark red and blue). Inset: Simulated hysteresis loop of the model with no added noise, with a
schematic indication of the unstable state (black dash); arrows indicate warming and cooling trajectories. (b) Variance
of the time series in Figure 1a, computed using a 100 year running window (black bar). The variance is plotted above
the value of F at the center of the window. The dashed vertical line marks the point where the first realization becomes
ice-free in September. (c) As in Figure 1b but for lag-1 autocorrelation. See Appendix B for details. Faint red curves show
! and "2 for running windows that contain values of Ai = 0.

4. False Alarm From Rising Autocorrelation

We next consider global warming simulations (red curves in Figure 1), which have steady ice loss until the
Arctic becomes icefree in September. The variance decreases monotonically with F over the entire range plot-
ted in Figure 1b. Note that some GCMs simulate an increase in variance of September Arctic sea ice area
under global warming, while others simulate a decrease [Goosse et al., 2009]. The autocorrelation in Figure 1c,
however, exhibits a marked increase as ice-free conditions are approached.

A rise in autocorrelation alone, without an accompanying rise in variance, is often considered as an EWS
of an approaching abrupt transition [e.g., Dakos et al., 2008; Lenton et al., 2012]. Hence, with a limited time
series, for example ending at t=60 years (F=3 W m−2), the results in Figure 1c would be interpreted to
imply an approaching sudden loss of the remaining sea ice. This would be a false alarm: when F continues to
increase, there is no bifurcation nor even an increased rate of retreat as Ai reaches zero (Figure 1a).

Note that the statistical behavior is qualitatively the same when considering winter (March) or annual mean
sea ice area (not shown). For March, September, and annual mean sea ice volume, however, both variance
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2. THEORY: JUMP IN HEAT CAPACITY AND 
RISING AUTOCORRELATION 

Meridional heat transport and seasonal variations act to 
essentially remove the effect of nonlinearity from albedo changes 
[3]. Hence setting D = 0 and taking aS constant may have 
compensating effects, with results qualitatively unaffected. With 
these changes, there is no spatial dependence, giving:  

The influence of sea ice thermodynamics is still a source of 
complexity, but with no seasonal cycle, we can crudely 
approximate this as a jump in the effective heat capacity, c. 
We take 

This is motivated by the relaxation timescale of a single-column 
version of the full model being  ~1 year for thin perennial ice and 
~5 years for ice-free conditions. 
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CONCLUSIONS
• Rising autocorrelation, a common Early Warning Signal, can 

raise false alarms for sea ice 
• Changes in effective heat capacity, rather than bifurcations, 

dominate autocorrelation signal 
• Rising autocorrelation is not a universal indicator for abrupt 

change in physical systems 

In order to avoid impending catastrophic shifts in the climate 
system, drastic measures such as geoengineering interventions 
are currently being considered. The profound consequences such 
measures may have for the planet make it imperative that we 
accurately identify the approach of such “tipping points” [1]. Here, 
we show that a leading candidate to act as an early warning signal 
— rising autocorrelation [2] — can raise false alarms in the climate 
system, warning of tipping points that are not actually there. 
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MODEL: POLAR 
TEMPERATURE AND 
CSD INDICATORS

The evolution of the system is given by the energy balance 

where the addition of weather noise N is an extension of the 
original model [3]. 

1. A NOISY ENERGY BALANCE SEA ICE MODEL 
We consider an EBM that balances absorbed solar radiation, 
outgoing long wave radiation (OLR), horizontal heat transport, and 
surface heat storage. We then add a seasonal cycle and a 
thermodynamic sea ice model. The model state can be fully 
described by the surface enthalpy [3], defined as:  

E(t, x) �
�

�Lf h(t, x) E < 0
cwT(t, x) E � 0.
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dT
dt

= S̄ �(A+ BT) +Fb +N + F,

c =

�
cw/5, for T < 0,

cw, for T > 0.
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Planck feedback. Here, time t, rather than F, is shown on the horizontal axis; note that F 
decreases with increasing t.

THEORY — NONCONSTANT FEEDBACKS: 
TEMPERATURE AND CSD INDICATORS

3. THEORY: NONCONSTANT FEEDBACKS AND  
RISING AUTOCORRELATION AND VARIANCE 
We can adjust the model to allow for a gradual change in the 
climate feedbacks, represented by B. Here we hold c = cw 
constant. As a simple physical example of this, we examine 
changes in the Planck feedback due to the nonlinearity of the 
Stefan-Boltzmann relationship, replacing A + BT with !σST4. 

The state of the system can be described by a single potential 
well. As F decreases, the stabilizing Planck feedback becomes 
weaker. This leads to a widening of the potential well, causing 
larger and longer-lasting responses to perturbations.

cw
dT̃
dt

= S̄ � εσST̃4 +Fb +N + F,

We start simulations from a spun-up state with F = 0, which has a 
perennial ice cover above 80° latitude. To capture the full dynamic 
range of the system — from snowball earth to completely ice-free 
earth — we perform an ensemble of realizations for two sets of 
simulations: (i) warming runs in which F is gradually increased until 
the pole becomes perennially ice-free and (ii) cooling runs with 
decreasing F until the planet is completely ice-covered. We then 
compute the variance, σ2, and lag-1 yr autocorrelation, ρ, for 
September ice area or temperature at the pole. 

The evolution of σ2  and ρ resemble the full model (left), suggesting 
a physical explanation for the mixed Early Warning Signal 
behavior: the increase in effective heat capacity when sea ice 
is replaced with open ocean causes the autocorrelation to 
increase while the variance decreases. 

This could trigger a false alarm: the rising autocorrelation observed 
above is not indicative of an approaching bifurcation.

F = F1 F = F2 F = F3

Ai AiAi

U

ANTICIPATING CRITICAL TRANSITIONS

As the climate forcing parameter, F, is varied, the barrier between two stable states 
becomes smaller and eventually vanishes. As a result, the potential well of the 
original state steadily flattens, which leads to increasing variance and 
autocorrelation.
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MODEL: SEA ICE AREA AND CRITICAL SLOW DOWN (CSD) 
INDICATORS
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2. THEORY: JUMP IN HEAT CAPACITY AND 
RISING AUTOCORRELATION 

Meridional heat transport and seasonal variations act to 
essentially remove the effect of nonlinearity from albedo changes 
[3]. Hence setting D = 0 and taking aS constant may have 
compensating effects, with results qualitatively unaffected. With 
these changes, there is no spatial dependence, giving:  

The influence of sea ice thermodynamics is still a source of 
complexity, but with no seasonal cycle, we can crudely 
approximate this as a jump in the effective heat capacity, c. 
We take 

This is motivated by the relaxation timescale of a single-column 
version of the full model being  ~1 year for thin perennial ice and 
~5 years for ice-free conditions. 
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In order to avoid impending catastrophic shifts in the climate 
system, drastic measures such as geoengineering interventions 
are currently being considered. The profound consequences such 
measures may have for the planet make it imperative that we 
accurately identify the approach of such “tipping points” [1]. Here, 
we show that a leading candidate to act as an early warning signal 
— rising autocorrelation [2] — can raise false alarms in the climate 
system, warning of tipping points that are not actually there. 
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outgoing long wave radiation (OLR), horizontal heat transport, and 
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climate feedbacks, represented by B. Here we hold c = cw 
constant. As a simple physical example of this, we examine 
changes in the Planck feedback due to the nonlinearity of the 
Stefan-Boltzmann relationship, replacing A + BT with !σST4. 

The state of the system can be described by a single potential 
well. As F decreases, the stabilizing Planck feedback becomes 
weaker. This leads to a widening of the potential well, causing 
larger and longer-lasting responses to perturbations.
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We start simulations from a spun-up state with F = 0, which has a 
perennial ice cover above 80° latitude. To capture the full dynamic 
range of the system — from snowball earth to completely ice-free 
earth — we perform an ensemble of realizations for two sets of 
simulations: (i) warming runs in which F is gradually increased until 
the pole becomes perennially ice-free and (ii) cooling runs with 
decreasing F until the planet is completely ice-covered. We then 
compute the variance, σ2, and lag-1 yr autocorrelation, ρ, for 
September ice area or temperature at the pole. 

The evolution of σ2  and ρ resemble the full model (left), suggesting 
a physical explanation for the mixed Early Warning Signal 
behavior: the increase in effective heat capacity when sea ice 
is replaced with open ocean causes the autocorrelation to 
increase while the variance decreases. 

This could trigger a false alarm: the rising autocorrelation observed 
above is not indicative of an approaching bifurcation.
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ANTICIPATING CRITICAL TRANSITIONS

As the climate forcing parameter, F, is varied, the barrier between two stable states 
becomes smaller and eventually vanishes. As a result, the potential well of the 
original state steadily flattens, which leads to increasing variance and 
autocorrelation.
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(a) September Arctic sea ice area, Ai, versus climate forcing, F, and time, t (indicated 
along top of axes). Five realizations of warming and cooling are shown (faint red and 
blue), as well as warming and cooling simulations with no added noise (dark red and 
blue). (b) Variance of the time series in (a), computed using a 100 year running window 
(black bar). The dashed vertical line marks the point where the first realization becomes 
ice-free in September. (c) As in (b) but for lag-1 yr autocorrelation.
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2. THEORY: JUMP IN HEAT CAPACITY AND 
RISING AUTOCORRELATION 

Meridional heat transport and seasonal variations act to 
essentially remove the effect of nonlinearity from albedo changes 
[3]. Hence setting D = 0 and taking aS constant may have 
compensating effects, with results qualitatively unaffected. With 
these changes, there is no spatial dependence, giving:  

The influence of sea ice thermodynamics is still a source of 
complexity, but with no seasonal cycle, we can crudely 
approximate this as a jump in the effective heat capacity, c. 
We take 

This is motivated by the relaxation timescale of a single-column 
version of the full model being  ~1 year for thin perennial ice and 
~5 years for ice-free conditions. 
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CONCLUSIONS
• Rising autocorrelation, a common Early Warning Signal, can 

raise false alarms for sea ice 
• Changes in effective heat capacity, rather than bifurcations, 

dominate autocorrelation signal 
• Rising autocorrelation is not a universal indicator for abrupt 

change in physical systems 

In order to avoid impending catastrophic shifts in the climate 
system, drastic measures such as geoengineering interventions 
are currently being considered. The profound consequences such 
measures may have for the planet make it imperative that we 
accurately identify the approach of such “tipping points” [1]. Here, 
we show that a leading candidate to act as an early warning signal 
— rising autocorrelation [2] — can raise false alarms in the climate 
system, warning of tipping points that are not actually there. 
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The evolution of the system is given by the energy balance 

where the addition of weather noise N is an extension of the 
original model [3]. 

1. A NOISY ENERGY BALANCE SEA ICE MODEL 
We consider an EBM that balances absorbed solar radiation, 
outgoing long wave radiation (OLR), horizontal heat transport, and 
surface heat storage. We then add a seasonal cycle and a 
thermodynamic sea ice model. The model state can be fully 
described by the surface enthalpy [3], defined as:  
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3. THEORY: NONCONSTANT FEEDBACKS AND  
RISING AUTOCORRELATION AND VARIANCE 
We can adjust the model to allow for a gradual change in the 
climate feedbacks, represented by B. Here we hold c = cw 
constant. As a simple physical example of this, we examine 
changes in the Planck feedback due to the nonlinearity of the 
Stefan-Boltzmann relationship, replacing A + BT with !σST4. 

The state of the system can be described by a single potential 
well. As F decreases, the stabilizing Planck feedback becomes 
weaker. This leads to a widening of the potential well, causing 
larger and longer-lasting responses to perturbations.

cw
dT̃
dt

= S̄ � εσST̃4 +Fb +N + F,

We start simulations from a spun-up state with F = 0, which has a 
perennial ice cover above 80° latitude. To capture the full dynamic 
range of the system — from snowball earth to completely ice-free 
earth — we perform an ensemble of realizations for two sets of 
simulations: (i) warming runs in which F is gradually increased until 
the pole becomes perennially ice-free and (ii) cooling runs with 
decreasing F until the planet is completely ice-covered. We then 
compute the variance, σ2, and lag-1 yr autocorrelation, ρ, for 
September ice area or temperature at the pole. 

The evolution of σ2  and ρ resemble the full model (left), suggesting 
a physical explanation for the mixed Early Warning Signal 
behavior: the increase in effective heat capacity when sea ice 
is replaced with open ocean causes the autocorrelation to 
increase while the variance decreases. 

This could trigger a false alarm: the rising autocorrelation observed 
above is not indicative of an approaching bifurcation.

F = F1 F = F2 F = F3
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U

ANTICIPATING CRITICAL TRANSITIONS

As the climate forcing parameter, F, is varied, the barrier between two stable states 
becomes smaller and eventually vanishes. As a result, the potential well of the 
original state steadily flattens, which leads to increasing variance and 
autocorrelation.
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(a) September Arctic sea ice area, Ai, versus climate forcing, F, and time, t (indicated 
along top of axes). Five realizations of warming and cooling are shown (faint red and 
blue), as well as warming and cooling simulations with no added noise (dark red and 
blue). (b) Variance of the time series in (a), computed using a 100 year running window 
(black bar). The dashed vertical line marks the point where the first realization becomes 
ice-free in September. (c) As in (b) but for lag-1 yr autocorrelation.
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2. THEORY: JUMP IN HEAT CAPACITY AND 
RISING AUTOCORRELATION 

Meridional heat transport and seasonal variations act to 
essentially remove the effect of nonlinearity from albedo changes 
[3]. Hence setting D = 0 and taking aS constant may have 
compensating effects, with results qualitatively unaffected. With 
these changes, there is no spatial dependence, giving:  

The influence of sea ice thermodynamics is still a source of 
complexity, but with no seasonal cycle, we can crudely 
approximate this as a jump in the effective heat capacity, c. 
We take 

This is motivated by the relaxation timescale of a single-column 
version of the full model being  ~1 year for thin perennial ice and 
~5 years for ice-free conditions. 
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change in physical systems 

In order to avoid impending catastrophic shifts in the climate 
system, drastic measures such as geoengineering interventions 
are currently being considered. The profound consequences such 
measures may have for the planet make it imperative that we 
accurately identify the approach of such “tipping points” [1]. Here, 
we show that a leading candidate to act as an early warning signal 
— rising autocorrelation [2] — can raise false alarms in the climate 
system, warning of tipping points that are not actually there. 
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The evolution of the system is given by the energy balance 

where the addition of weather noise N is an extension of the 
original model [3]. 

1. A NOISY ENERGY BALANCE SEA ICE MODEL 
We consider an EBM that balances absorbed solar radiation, 
outgoing long wave radiation (OLR), horizontal heat transport, and 
surface heat storage. We then add a seasonal cycle and a 
thermodynamic sea ice model. The model state can be fully 
described by the surface enthalpy [3], defined as:  
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3. THEORY: NONCONSTANT FEEDBACKS AND  
RISING AUTOCORRELATION AND VARIANCE 
We can adjust the model to allow for a gradual change in the 
climate feedbacks, represented by B. Here we hold c = cw 
constant. As a simple physical example of this, we examine 
changes in the Planck feedback due to the nonlinearity of the 
Stefan-Boltzmann relationship, replacing A + BT with !σST4. 

The state of the system can be described by a single potential 
well. As F decreases, the stabilizing Planck feedback becomes 
weaker. This leads to a widening of the potential well, causing 
larger and longer-lasting responses to perturbations.

cw
dT̃
dt

= S̄ � εσST̃4 +Fb +N + F,

We start simulations from a spun-up state with F = 0, which has a 
perennial ice cover above 80° latitude. To capture the full dynamic 
range of the system — from snowball earth to completely ice-free 
earth — we perform an ensemble of realizations for two sets of 
simulations: (i) warming runs in which F is gradually increased until 
the pole becomes perennially ice-free and (ii) cooling runs with 
decreasing F until the planet is completely ice-covered. We then 
compute the variance, σ2, and lag-1 yr autocorrelation, ρ, for 
September ice area or temperature at the pole. 

The evolution of σ2  and ρ resemble the full model (left), suggesting 
a physical explanation for the mixed Early Warning Signal 
behavior: the increase in effective heat capacity when sea ice 
is replaced with open ocean causes the autocorrelation to 
increase while the variance decreases. 

This could trigger a false alarm: the rising autocorrelation observed 
above is not indicative of an approaching bifurcation.
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As the climate forcing parameter, F, is varied, the barrier between two stable states 
becomes smaller and eventually vanishes. As a result, the potential well of the 
original state steadily flattens, which leads to increasing variance and 
autocorrelation.
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(a) September Arctic sea ice area, Ai, versus climate forcing, F, and time, t (indicated 
along top of axes). Five realizations of warming and cooling are shown (faint red and 
blue), as well as warming and cooling simulations with no added noise (dark red and 
blue). (b) Variance of the time series in (a), computed using a 100 year running window 
(black bar). The dashed vertical line marks the point where the first realization becomes 
ice-free in September. (c) As in (b) but for lag-1 yr autocorrelation.
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2. THEORY: JUMP IN HEAT CAPACITY AND 
RISING AUTOCORRELATION 

Meridional heat transport and seasonal variations act to 
essentially remove the effect of nonlinearity from albedo changes 
[3]. Hence setting D = 0 and taking aS constant may have 
compensating effects, with results qualitatively unaffected. With 
these changes, there is no spatial dependence, giving:  

The influence of sea ice thermodynamics is still a source of 
complexity, but with no seasonal cycle, we can crudely 
approximate this as a jump in the effective heat capacity, c. 
We take 

This is motivated by the relaxation timescale of a single-column 
version of the full model being  ~1 year for thin perennial ice and 
~5 years for ice-free conditions. 
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In order to avoid impending catastrophic shifts in the climate 
system, drastic measures such as geoengineering interventions 
are currently being considered. The profound consequences such 
measures may have for the planet make it imperative that we 
accurately identify the approach of such “tipping points” [1]. Here, 
we show that a leading candidate to act as an early warning signal 
— rising autocorrelation [2] — can raise false alarms in the climate 
system, warning of tipping points that are not actually there. 
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The evolution of the system is given by the energy balance 

where the addition of weather noise N is an extension of the 
original model [3]. 

1. A NOISY ENERGY BALANCE SEA ICE MODEL 
We consider an EBM that balances absorbed solar radiation, 
outgoing long wave radiation (OLR), horizontal heat transport, and 
surface heat storage. We then add a seasonal cycle and a 
thermodynamic sea ice model. The model state can be fully 
described by the surface enthalpy [3], defined as:  
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decreases with increasing t.

THEORY — NONCONSTANT FEEDBACKS: 
TEMPERATURE AND CSD INDICATORS

3. THEORY: NONCONSTANT FEEDBACKS AND  
RISING AUTOCORRELATION AND VARIANCE 
We can adjust the model to allow for a gradual change in the 
climate feedbacks, represented by B. Here we hold c = cw 
constant. As a simple physical example of this, we examine 
changes in the Planck feedback due to the nonlinearity of the 
Stefan-Boltzmann relationship, replacing A + BT with !σST4. 

The state of the system can be described by a single potential 
well. As F decreases, the stabilizing Planck feedback becomes 
weaker. This leads to a widening of the potential well, causing 
larger and longer-lasting responses to perturbations.

cw
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= S̄ � εσST̃4 +Fb +N + F,

We start simulations from a spun-up state with F = 0, which has a 
perennial ice cover above 80° latitude. To capture the full dynamic 
range of the system — from snowball earth to completely ice-free 
earth — we perform an ensemble of realizations for two sets of 
simulations: (i) warming runs in which F is gradually increased until 
the pole becomes perennially ice-free and (ii) cooling runs with 
decreasing F until the planet is completely ice-covered. We then 
compute the variance, σ2, and lag-1 yr autocorrelation, ρ, for 
September ice area or temperature at the pole. 

The evolution of σ2  and ρ resemble the full model (left), suggesting 
a physical explanation for the mixed Early Warning Signal 
behavior: the increase in effective heat capacity when sea ice 
is replaced with open ocean causes the autocorrelation to 
increase while the variance decreases. 

This could trigger a false alarm: the rising autocorrelation observed 
above is not indicative of an approaching bifurcation.

F = F1 F = F2 F = F3

Ai AiAi

U

ANTICIPATING CRITICAL TRANSITIONS

As the climate forcing parameter, F, is varied, the barrier between two stable states 
becomes smaller and eventually vanishes. As a result, the potential well of the 
original state steadily flattens, which leads to increasing variance and 
autocorrelation.
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MODEL: SEA ICE AREA AND CRITICAL SLOW DOWN (CSD) 
INDICATORS
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(a) September Arctic sea ice area, Ai, versus climate forcing, F, and time, t (indicated 
along top of axes). Five realizations of warming and cooling are shown (faint red and 
blue), as well as warming and cooling simulations with no added noise (dark red and 
blue). (b) Variance of the time series in (a), computed using a 100 year running window 
(black bar). The dashed vertical line marks the point where the first realization becomes 
ice-free in September. (c) As in (b) but for lag-1 yr autocorrelation.
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2. THEORY: JUMP IN HEAT CAPACITY AND 
RISING AUTOCORRELATION 

Meridional heat transport and seasonal variations act to 
essentially remove the effect of nonlinearity from albedo changes 
[3]. Hence setting D = 0 and taking aS constant may have 
compensating effects, with results qualitatively unaffected. With 
these changes, there is no spatial dependence, giving:  

The influence of sea ice thermodynamics is still a source of 
complexity, but with no seasonal cycle, we can crudely 
approximate this as a jump in the effective heat capacity, c. 
We take 

This is motivated by the relaxation timescale of a single-column 
version of the full model being  ~1 year for thin perennial ice and 
~5 years for ice-free conditions. 
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CONCLUSIONS
• Rising autocorrelation, a common Early Warning Signal, can 

raise false alarms for sea ice 
• Changes in effective heat capacity, rather than bifurcations, 

dominate autocorrelation signal 
• Rising autocorrelation is not a universal indicator for abrupt 

change in physical systems 

In order to avoid impending catastrophic shifts in the climate 
system, drastic measures such as geoengineering interventions 
are currently being considered. The profound consequences such 
measures may have for the planet make it imperative that we 
accurately identify the approach of such “tipping points” [1]. Here, 
we show that a leading candidate to act as an early warning signal 
— rising autocorrelation [2] — can raise false alarms in the climate 
system, warning of tipping points that are not actually there. 
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MODEL: POLAR 
TEMPERATURE AND 
CSD INDICATORS

The evolution of the system is given by the energy balance 

where the addition of weather noise N is an extension of the 
original model [3]. 

1. A NOISY ENERGY BALANCE SEA ICE MODEL 
We consider an EBM that balances absorbed solar radiation, 
outgoing long wave radiation (OLR), horizontal heat transport, and 
surface heat storage. We then add a seasonal cycle and a 
thermodynamic sea ice model. The model state can be fully 
described by the surface enthalpy [3], defined as:  

E(t, x) �
�

�Lf h(t, x) E < 0
cwT(t, x) E � 0.
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(a) One realization of the stochastic warming simulation (faint red), as well as the noise-
free solution (dashed). (b) Variance and (c) autocorrelation, respectively, as in previous 
figures. The dashed lines in (b) and (c) show analytic solutions for this linear Ornstein-
Uhlenbeck process, when T<0 and T>0.
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Temperature and CSD indicators for a simple model undergoing cooling with varying 
Planck feedback. Here, time t, rather than F, is shown on the horizontal axis; note that F 
decreases with increasing t.

THEORY — NONCONSTANT FEEDBACKS: 
TEMPERATURE AND CSD INDICATORS

3. THEORY: NONCONSTANT FEEDBACKS AND  
RISING AUTOCORRELATION AND VARIANCE 
We can adjust the model to allow for a gradual change in the 
climate feedbacks, represented by B. Here we hold c = cw 
constant. As a simple physical example of this, we examine 
changes in the Planck feedback due to the nonlinearity of the 
Stefan-Boltzmann relationship, replacing A + BT with !σST4. 

The state of the system can be described by a single potential 
well. As F decreases, the stabilizing Planck feedback becomes 
weaker. This leads to a widening of the potential well, causing 
larger and longer-lasting responses to perturbations.

cw
dT̃
dt

= S̄ � εσST̃4 +Fb +N + F,

We start simulations from a spun-up state with F = 0, which has a 
perennial ice cover above 80° latitude. To capture the full dynamic 
range of the system — from snowball earth to completely ice-free 
earth — we perform an ensemble of realizations for two sets of 
simulations: (i) warming runs in which F is gradually increased until 
the pole becomes perennially ice-free and (ii) cooling runs with 
decreasing F until the planet is completely ice-covered. We then 
compute the variance, σ2, and lag-1 yr autocorrelation, ρ, for 
September ice area or temperature at the pole. 

The evolution of σ2  and ρ resemble the full model (left), suggesting 
a physical explanation for the mixed Early Warning Signal 
behavior: the increase in effective heat capacity when sea ice 
is replaced with open ocean causes the autocorrelation to 
increase while the variance decreases. 

This could trigger a false alarm: the rising autocorrelation observed 
above is not indicative of an approaching bifurcation.

F = F1 F = F2 F = F3
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U

ANTICIPATING CRITICAL TRANSITIONS

As the climate forcing parameter, F, is varied, the barrier between two stable states 
becomes smaller and eventually vanishes. As a result, the potential well of the 
original state steadily flattens, which leads to increasing variance and 
autocorrelation.
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MODEL: SEA ICE AREA AND CRITICAL SLOW DOWN (CSD) 
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(a) September Arctic sea ice area, Ai, versus climate forcing, F, and time, t (indicated 
along top of axes). Five realizations of warming and cooling are shown (faint red and 
blue), as well as warming and cooling simulations with no added noise (dark red and 
blue). (b) Variance of the time series in (a), computed using a 100 year running window 
(black bar). The dashed vertical line marks the point where the first realization becomes 
ice-free in September. (c) As in (b) but for lag-1 yr autocorrelation.
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Simulated hysteresis loop of the model with no added noise, with a schematic 
indication of the unstable state (gray); arrows indicate warming and cooling 
trajectories.
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2. THEORY: JUMP IN HEAT CAPACITY AND 
RISING AUTOCORRELATION 

Meridional heat transport and seasonal variations act to 
essentially remove the effect of nonlinearity from albedo changes 
[3]. Hence setting D = 0 and taking aS constant may have 
compensating effects, with results qualitatively unaffected. With 
these changes, there is no spatial dependence, giving:  

The influence of sea ice thermodynamics is still a source of 
complexity, but with no seasonal cycle, we can crudely 
approximate this as a jump in the effective heat capacity, c. 
We take 

This is motivated by the relaxation timescale of a single-column 
version of the full model being  ~1 year for thin perennial ice and 
~5 years for ice-free conditions. 
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CONCLUSIONS
• Rising autocorrelation, a common Early Warning Signal, can 

raise false alarms for sea ice 
• Changes in effective heat capacity, rather than bifurcations, 

dominate autocorrelation signal 
• Rising autocorrelation is not a universal indicator for abrupt 

change in physical systems 

In order to avoid impending catastrophic shifts in the climate 
system, drastic measures such as geoengineering interventions 
are currently being considered. The profound consequences such 
measures may have for the planet make it imperative that we 
accurately identify the approach of such “tipping points” [1]. Here, 
we show that a leading candidate to act as an early warning signal 
— rising autocorrelation [2] — can raise false alarms in the climate 
system, warning of tipping points that are not actually there. 
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The evolution of the system is given by the energy balance 

where the addition of weather noise N is an extension of the 
original model [3]. 

1. A NOISY ENERGY BALANCE SEA ICE MODEL 
We consider an EBM that balances absorbed solar radiation, 
outgoing long wave radiation (OLR), horizontal heat transport, and 
surface heat storage. We then add a seasonal cycle and a 
thermodynamic sea ice model. The model state can be fully 
described by the surface enthalpy [3], defined as:  

E(t, x) �
�

�Lf h(t, x) E < 0
cwT(t, x) E � 0.

absorbed  
solar radiation

horizontal  
heat transport

climate 
forcing

�E
�t

= aS �(A+ BT) +D�2T +Fb +N + F,
ocean heating

OLR noise

22 22.5 23 23.5 24 24.5 25
-2

-1

0

1

22 22.5 23 23.5 24 24.5 25
0

5

10

15

22 22.5 23 23.5 24 24.5 25
0.3

0.5

0.7

0.9

T 
(°

C
)

σ2
ρ

F (Wm-2)

F (Wm-2)

F (Wm-2)

a

b

c

(a) One realization of the stochastic warming simulation (faint red), as well as the noise-
free solution (dashed). (b) Variance and (c) autocorrelation, respectively, as in previous 
figures. The dashed lines in (b) and (c) show analytic solutions for this linear Ornstein-
Uhlenbeck process, when T<0 and T>0.
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Temperature and CSD indicators for a simple model undergoing cooling with varying 
Planck feedback. Here, time t, rather than F, is shown on the horizontal axis; note that F 
decreases with increasing t.
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3. THEORY: NONCONSTANT FEEDBACKS AND  
RISING AUTOCORRELATION AND VARIANCE 
We can adjust the model to allow for a gradual change in the 
climate feedbacks, represented by B. Here we hold c = cw 
constant. As a simple physical example of this, we examine 
changes in the Planck feedback due to the nonlinearity of the 
Stefan-Boltzmann relationship, replacing A + BT with !σST4. 

The state of the system can be described by a single potential 
well. As F decreases, the stabilizing Planck feedback becomes 
weaker. This leads to a widening of the potential well, causing 
larger and longer-lasting responses to perturbations.

cw
dT̃
dt

= S̄ � εσST̃4 +Fb +N + F,

We start simulations from a spun-up state with F = 0, which has a 
perennial ice cover above 80° latitude. To capture the full dynamic 
range of the system — from snowball earth to completely ice-free 
earth — we perform an ensemble of realizations for two sets of 
simulations: (i) warming runs in which F is gradually increased until 
the pole becomes perennially ice-free and (ii) cooling runs with 
decreasing F until the planet is completely ice-covered. We then 
compute the variance, σ2, and lag-1 yr autocorrelation, ρ, for 
September ice area or temperature at the pole. 

The evolution of σ2  and ρ resemble the full model (left), suggesting 
a physical explanation for the mixed Early Warning Signal 
behavior: the increase in effective heat capacity when sea ice 
is replaced with open ocean causes the autocorrelation to 
increase while the variance decreases. 

This could trigger a false alarm: the rising autocorrelation observed 
above is not indicative of an approaching bifurcation.

F = F1 F = F2 F = F3

Ai AiAi

U

ANTICIPATING CRITICAL TRANSITIONS

As the climate forcing parameter, F, is varied, the barrier between two stable states 
becomes smaller and eventually vanishes. As a result, the potential well of the 
original state steadily flattens, which leads to increasing variance and 
autocorrelation.
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(a) September Arctic sea ice area, Ai, versus climate forcing, F, and time, t (indicated 
along top of axes). Five realizations of warming and cooling are shown (faint red and 
blue), as well as warming and cooling simulations with no added noise (dark red and 
blue). (b) Variance of the time series in (a), computed using a 100 year running window 
(black bar). The dashed vertical line marks the point where the first realization becomes 
ice-free in September. (c) As in (b) but for lag-1 yr autocorrelation.
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• 	The	simplified	model	results	
resemble	the	full	model.	

• 	Suggests	simple	explana%on:	
the	increase	in	effec3ve	heat	
capacity	when	sea	ice	is	replaced	
with	open	ocean	causes	
autocorrela3on	to	increase	
(while	the	variance	decreases).	

• 	No	bifurca%on	or	abrupt	
change	occurs.	



Take	home	message:	don’t	extrapolate

AiAi

U

F = F1 F = F2 F = F3
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U

Standard early warning signals 

Sea ice loss in this model 
ice-covered	 open	water	



Summary	of	Part	2	

• 	Rising	autocorrela%on	is	the	leading	candidate	to	act	as	an	early	warning	signal	for	
abrupt	change.	

• 	Our	model	has	no	abrupt	sea	ice	loss,	but	the	autocorrela%on	nonetheless	increases	
during	warming.	

• 	This	slowing	down	appears	to	be	due	to	a	change	in	the	effec3ve	heat	capacity	from	
ice-covered	(fast	response)	to	open	water	(slow	response).	

• 	Early	warning	signals	can	raise	false	alarms	during	sea	ice	retreat,	warning	of	
bifurca%ons	that	are	not	actually	there.	

Further	details:		Wagner	&	Eisenman,	GRL	2015	



Summary	of	Part	1	
• 	Why	do	low-order	idealized	models	simulate	instability	in	the	sea	ice	cover	while	
comprehensive	GCMs	do	not?	

• 	Because	idealized	models	have	typically	neglected	either	seasonal	varia3ons	or	
meridional	heat	transport,	and	both	have	strong	stabilizing	effects.	

• 	Including	both	S1	and	D	causes	ice	cover	to	be	stable.	

! 	The	sea	ice	cover	may	be	substan3ally	more	stable	than	has	been	suggested	in	
previous	studies	that	used	EBMs	or	SCMs.	

• 	May	be	relevant	to	other	cases	with	bistability	only	in	low-order	climate	models.	

• 	Rising	autocorrela%on	is	the	leading	candidate	to	act	as	an	early	warning	signal	for	
abrupt	change.	

• 	Our	model	has	not	abrupt	sea	ice	loss,	but	the	autocorrela%on	nonetheless	increases	
during	warming.	

• 	This	slowing	down	appears	to	be	due	to	a	change	in	the	effec3ve	heat	capacity	from	
ice-covered	(fast	response)	to	open	water	(slow	response).	

• 	Early	warning	signals	can	raise	false	alarms	during	sea	ice	retreat,	warning	of	
bifurca%ons	that	are	not	actually	there.	

Summary	of	Part	2	


